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WelcomeandOpeningRemarks
By Homer E. Newel]

]_ TAKE laLEASlYP._in calling to order this first plenary session of the NASA-

University Conference on tlm Science and Technology of Space Exploration.

We of NASA welcome you who represent some 300 major universities from

the 50 United Stales. We sincerely hope that this conference will enable you

to lean1 at first hand something of the scope, the significance, and the national

urgency of the space program. We hope that it will enable you to judge for

yourselves what impact the space program may have on your curriculums and

what its needs will be in so far as the3' concern your product of trained students

and basic research. W]lat we believe you will perceive throughout this con-

ference is a growing body of new science and technology which is unifying

many of the separate disciplines of the classical sciences to permit a more

concerted attack on the challenging problems of our venture into space.

_Vo consider it a responsibility and a7 duty to arrange this conference for

you. Twice before, the NACA, predecessor of NASA, held similar University

Conferences at crucial turning points in the development of new trends of

aeronautical science and engineering. In 1948, when it was possible to declas-

sify and a._semble the vast new body of aerodynamic literature which had

emerged under the stimulus of World War II, NACA held the first such

conference at its Langley Research Center. In 1954, advances in propulsion,

aerodynamics, materials, and structures, stimulated by the Korean conflict,

were declassified and presented at the Lewis Research Center. Now we find

ourselves in a new situation: An entirely new body of knowledge concerning

space exploration has developed since 1957, not from the stimulus of war but

from the International Gcophysical Year, for which the first artificial earth
satellites were created. In these past 5 years we have seen the rapid evolution

of a new and highly advanced body of science and technology, _eater in scope,
more imaginative in concept, more fruitful of results, and more actively sup-

ported by the public than any other peaceful scientific enterprise in history.
It is this which we hope to review for you in the present conference.

The overa,ll program is designed to orient you as to the national space

program, to inform you of the scientific and technical basis underlying our

work, and to _cquaint you with some of the areas to which we think we will

all need to direct our attention. My colleagues at. NASA Headquarters will

undertake the orientation part of the program with an able assist from Dr.

Robert Jastrow of the Institute for Space Studies and a response from Presi-

dent George Wells Beadle of the University of Chicago. The staffs of the
!¢ NASA field centers, in subject areas appropriate to their missions and inter-

ests, h_ve assembled and will pre_nt as complete a review of thee state of the

_trt astime will permit. They will also discuss some of their current research

i which they believe will be of greatest interest to you.

It is indeed a pleasure for NASA to advis_ the universities of what

has bee_ done and is being done in the space program. But we also have a

vii



WELCOME AND OPENING REMARKS

motivation of self-interest too. NASA needs the participation, the strong

participation, of the university community in the effort to achieve the goals

of the space program.

In fact, it will be evident in the _views of past and current programs that
the universities are playing and have played an important role in wha_t has

been accomplished.

_Ve hope that the talks and discussions of this conference will prove useful

and that you will find yourselves in a better position to tell us how you can
help us, and how we can help you to help us.

°*°

VIII
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NASA'sRoleinSpaceExploration

Chairman, HOMER E. NEWELL





1.TheCurrentMissionsofNASA
By DeMarquis D. Wyatt

DE_IARQUIS D. WYATT was appointed Director, O_ce o/ Programa, NASA,

in No_,ember_ 1961. Previously he was A._sistant Director, Program Planning

and Coordination. Mr. Wyatt earned his B.S. degree in mechanical engi-

neering at the Missouri School of Mines and Metallurgy. He joined the

NA CA, predecessor of NASA_ at the Lewis Laboratory, where he specialized

in supersonic propulsion research, and ultimately was named Associate Chief

o/ the Propulsion Aerodynamics Dgvision. He was transferred to NACA

headquarters in Washington, D.C., in 1958. Mr. Wyatt is a member of the

l,mstitute el the Aerospace Sciences.

The United States is developing a total pro-

gram of space exploration and utilization which

is of a much greater scope and magnitude than

is generally appreciated. This paper will de-

scribe only the more obvious aspects of the pro-

gram in terms of currently projected flight

missions. Subsequent papers will, however,

broadly indicate some of the many supporting

developments being conducted to further our

future space capabilities.
The overall scope of projected flight missions

is, in itself, sufficiently broad to make it difficult

to show the interrelationships of the many parts

to the whole. One approach that is sometimes
used is to describe the elements of the overall

program in terms of the obvious categories of

unmanned scientific exploration missions, un-

manned applied or operational satellites, and

manned exploration of space. This paper will,

however, seek to show the program interrela-

tionships more clearly by grouping missions

along a geographical base in the case of space

exploration with a concluding discussion of ap-

plications satellites.
The basis of classification of exploration mis-

sions is identified in figure 1-1. Three general

regions are of interest. That part of space

near the Earth is obviously affected by the pres-

ence of the Earth with its attendant gravita-

IOIOVRE 1-1.--Sounding rockets, satellites, and space

probes.

tional, ma_o_etic, and electrical fields. Al-

though conditions here are not representative
of the bulk of the universe_ it is the region that

will receive the major share of scientific atten-
tion for some time to come because of two over-

riding factors: it is that immediate part of the

vast cosmos which is of primary egocentric con-

cern, and it is the most accessible part of space.

Exploration of the near-Earth region is pre-

dominantly carried out by sounding rocket and
Earth-satellite mid, ions. The sounding rocket,

a relatively inexpensive device, is useful for giv-

ing us a set of measurements of space properties
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from about 50 to several thousand miles above

the Earth at essentially a single moment of time
as the payload arches skyward and falls back
to Earth. For longer, synoptic measurements

of the properties and effects of near space the
Earth satellite is used. These spacecraft may
make from one to thousands of orbits in their

elliptical paths around the Earth focus point.
Our interest, of course, runs beyond the near-

Earth reaches of space. In particular, the
Moon, our closest space neighbor, and the
nearby planets, Venus and Mars, are attainable
and hence attract our interest. Our missions

to these bodies require escape from the Earth
and are kno,_m as probes: lunar, planetary, or
simply interplanetary depending on their desti-
nation. The near-Earth, lunar, and planetary
missions, in turn, will be examined in the fol-
lowing discussion.

The sounding rocket, aspect of our program
will be covered in paper 10. This paper will,

therefore, outline only the Earth satellite fea-
tures of the overall program for near-Earth
exploration.

Exploration with Earth-satellites has al-
ready reached large proportions. Up to Oc-
tober 4, 1962, just 5 years after the first space
launch, 49 Earth satellites had been launched

exclusive of those launched by the Department
of Defense. Of these, 27 were launched by

United States vehicles and 22 by Rupiah ve-
hicles. Seven of these flights were manned; the
rest were unmanned instrument carriers.

Most of the U.S. satellites, to date, have been
relatively small and, in general, have contained
instruments associated with a single scientific
area of interest. These types of vehicles will
be continued: into the future to extend our

knowledge of space properties. We are, how-
ever, now entering a period in which much

larger,, more complex satellites will afford us an
opportunity to make simultaneous, interrelated

measurements of a number of space properties.

The first of these "observatories", for their

capacities warrant this terminology, was flown

in May 1962. Figure 1-2 shows the Orbiting
Solar Observatory. This satellite, with about

a dozen experiments on board, is still yielding
useful data as it examines the Sun day in and

day out.

FIGURE 1-2.--Orbiting Solar Observatory.

The upper portion, covered with purplish

tinged solar cells for converting sunlight to
electrical energy, is pointed at the Sun, when-
ever the Sun is in view. When the satellite

dips into the Earth's shadow, it relaxes until
daybreak when it once again seeks out and
holds the Sun for its sensors. Part of the stabi-

lization is achieved by the spinning lower seg-
ment with the control gas jets at the end of the
revolving arms.

The physical details and the scientific results
from any of these spacecraft will not be de-
scribed herein since this information will be

given in subsequent detailed technical papers.
The next step in the area of scientific ob-

servatories is shown in figure 1-3. This satel-

lite, weighing about a thousand pounds, will ex-
amine the geophysical properties of space, that
is, those properties associated with or influenced

FIGURE 1-3.--Orbiting Geophysical Observatories.

4
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by the presence of the Earth. The figure shows
the successive attitudes of one version of this

observatory when flying an eccentric path out

to about one-quarter of the distance to the

Moon. Whereas the solar observatory was

stabilized to face the Sun, this spacecraft will
be Earth stabilized so that one set of the score

of experiments will always look back at the
Earth. Because of this constant orientation,

other experiments can be carried that will al-

ways point to space and still others which will

be at right angles to the plane of motion. The

large paddles covered with solar cells will al-

ways point at the Sun, so that some experi-
ments mounted on the paddles can be constantly
solar oriented.

A spacecraft similar to the one shown will
also be used in a nearly circular polar orbit

to yield data on space properties near the

Earth's magnetic poles. The first of the geo-

physical observatories should be launched ap-

proximately a year from now.
Our present series of observatories will be

rounded out by the Orbiting Astronomical Ob-

servatory shown in figure 1-4. This 3,500-

pound spacecraft will be oriented toward the

stars in its nearly circular orbit around the
Earth. Now under development, and expected

to be flown about 2 years from now, this re-

markable spacecraft will be used for long-term
astronomical observations of the universe, prin-

cipally at energy wavelengths that do not pene-
trate to the surface of the Earth.

These three observatories will each be

launched at intervals throughout this decade

to give us long-term, continuous measurements

in the solar, geophysical, and astronomical

areas. Augznenting these will be numerous

flights of smaller, more specialized spacecraft
for near-Earth scientific measurements.

True exploration of the near-Earth reaches

of space will largely fall in the domain of the

unmanned spacecraft. This does not mean
that man will not have an active role in this

region, however. It does mean that until there

is a future clarification of manned space labora-

tory missions, the role of man in satellite flights

will focus primarily on his behavior when sub-

jected to space conditions and on the develop-

meat and proof testing of the technological sys-
tems required to sustain him from launch to

recovery. In fact, we can more readily iden-

tify scientific exploration tasks requiring astro-

naut participation in terms of lunar or plane-

tary exploration. Our current near-Earth

missions are, therefore, primarily focused on

the solution of problems anticipated in these

long-term missions.

The first steps of manned flight are already

well known. Figalre 1-5 shows a cutaway view

of the now-familiar Mercury capsule. Ini-

tially desigued for three Earth orbits, it has

recently been extended to nealqy six orbits giv-

ing a 9-hour exposure to near-Earth space en-
vironment.

Figure 1-6 shows the next phase of our

manned activity. In the spring of 1963 a

slightly modified version of the Mercury cap-
sule will be flown for 16 to 18 orbits, thus ac-

quiring further information on the actions and
reactions of men to more extended periods of

exposure to weightlessness. The modifications

FIaVR_ 1-4.--Orbiting Astronomical Observatory. FIGURE 1-5.--Mercury spacecraft.
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I_aURE 1-6.--One-day manned flight.

will consist_ principally, of additions of ex-

pendable supplies. The mission will still be

restricted to a single astronaut.

In order to acquire more extensive informa-

tion on the effects of long-term space exposure

on astronaut capabilities, concurrently evaluate

flight systems required for this longer duration

flight, and develop advanced mission capa-
bilities involving man's direct participation, we

will initiate the first Project Gemini flights in

about a year. As shown in figure 1-7, the

FIOu_E l-7.---Gemini.

Gemini configuration will be geometrically sim-

ilar to the Mercury spacecraft. It will differ

significantly , however, in being large enough to
accommodate two astronauts simultaneously.

By providing a copilot, as it. were, we feel that

we can safely and objectively proceed to flight
durations of a week or more.

In addition to providing a laboratory for the

study of the effects of long-duration flight on

man, Gemini will provide a powerful techno-

logical device for developing the art of rendez-

vous and docking in space. Rendezvous is de-

fined here as the task of maneuvering, into close

proximity, two spacecraft separately launched

into space, and docking, as the task of connect-

ing together those spacecraft to form a com-

posite machine. The task of landing men on

the Moon and returning them safely to the

Earth will be greatly expedited by utilizing

rendezvous and docking techniques, as dis-

cussed subsequently.

In the Gemini program a target spacecraft

will be launched into Earth orbit and, after

confirmation of its ephemeris, will be followed

by the insertion of the two-man Gemini capsule

into orbit. Through a combination of ground-

and airborne-tracking information, the astro-

nauts will maneuver the two spacecraft into an

actual physical coupling. Insofar as Gemini

itself is concerned, there will be no essential

mission capahilities resulting from this dock-

ing procedure. The sign_ificance will become

apparent in the maimed orbiting space stations.

Before the problems of manned lunar flight

are considered, it may be helpful to examine

the scientific programs that will precede that
event.

We are now in the process of carrying out

first-generation attempts at lunar exploration.

The spacecraft being used is shown in figure

1-8 in several versions. About a year ago, two

Ranger A spacecraft were launched for experi-

mental verification of the design concepts. Al-

though neither launch resulted in the pre-

planned, highly elliptical trajectory, the basic

RANGER A RANGER B

--s,,c,c,,,, ,ES,
_,INT[NPLANHARY -Z _ _ •IV RICONNAISSANCE

MEASUREMENTS _ ...... _:-_ • LANDINGCAPSULE

• LUNAR IMPACT
• HIGH-RESOLUTIONT¥

Fxoua_ 1-8.--Ranger spacecraft.



THE CURRENT MISSIONS OF NASA

validity of Ranger was confirmed. In January

1969 the first of the Ranger B spacecraft was

launched at the Moon. Through an uncorrect-

able velocity overshoot at launch, the Ranger

missed the Moon by about 23,000 miles, a dis-

tance too far to permit employment of the

spacecraft instrumentation. On a second at-

tempt in April 1962 the launch was highly accu-

rate, but malfunctions within the spacecraft

made it impossible to activate the systems re-

quiring onboard control. As a consequence the

spacecraft traveled out to the Moon without

midcourse correction and impacted on the back-

side with no opportunity to exercise its instru-
mentation.

The third attempt to perform the lunar im-

pact mission with Ranger in October 1969
also ended in failure as a result of internal diffi-

culties. Further shots will be made in the

Ranger series because of the great importance
of the data that can be obtained from this mis-

sion. The Ranger B version is intended to

yield a number of results. Two are of special
interest.

As the spacecraft approaches the Moon on a

collision course it will reach an ultimate impact

velocity of about 6,000 mph. This impact will
result in an instantaneous destructio_ of the

spacecraft. Several thousand miles from the

Moon, however, the spacecraft will be alined so

that a series of closeup Moon surface photo-

graphs can be taken with video cameras and

radioed back to Earth. Every 13 seconds dur-

ing the final plunge a new photograph will be

transmitted. These will naturally give a suc-
cessively increased enlargement of a small part
of the Moon"s surface. These wilt result in the

first real c]oseup look at the lunar surface ter-

rain. The best lunar photographs from Earth

observatories do not yield a resolution of details

less than about a half mile across. The Ranger

photographs should improve this resolution to

about 10 feet. This improved surface data will

allow determination of the engineering details

required in the landing and stabilization system

of manned hmar spacecraft that must maintain

landing attitudes permitting subsequent take-
off.

The Ranger B mission does not end with the

experiments and photographs completed prior

to impact. When the main craft is about 10

to 15 miles from impact, a small detachable

package will be retrofired backwards to a result-

ant zero velocity relative to the Moon. Under

the pull of the Moon's gravity, this package will

then fall freely to the surface. The instru-

ments, enclosed in a thick balsa-wood crushable

casing, will survive the impact and will radio
data from the Moon's surface for about a month.

In the Ranger B attempts to date, the sur-

vivable package has contained a single-axis seis-
mometer to measure hmar surface tremors or

moonquakes. The absence or presence of trem-

ors, and the character of those recorded, will

contribute greatly to an understanding of the

interior composition of the Moon and hence give

valuable clues to its origin and formation

processes.

Subsequent Ranger spacecraft may have sev-

eral versions, depending on the developing out-

come of the flight program. The C version il-

lustrated in figure 1-8 shows a configuration in

which all survivable equipment is removed to

permit the inclusion of more advanced photo-

graphic and electronic readout equipment. In

this version, it is hoped that exclusive concen-

tration on the photographic mission will im-

prove the quality and quantity of photographs
of the Moon's surface.

As previously noted, Ranger is our first-gen-

eration lunar exploration vehicle. Surveyor,

our second-generation effort., is already under

development. It. is shown in two versions in

figl_re 1-9. Surveyor A is a soft-lander. That

is, instead of impacting to destruction with, at

FIGURE ]-9.--Surveyor spacecraft.

7
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best, a small survivable portion, the entire

spacecraft is decelerated hy a relatively large

retrorocket and is brought to rest on the hmar

surface. The actual sinking speed at impact

should not exceed that of modern transport air-

craft as they touch down on a runway.
The Surveyor spacecraft will have a landed

weight of about 700 pounds, almost the injected

weight of Ranger. Consequently, relatively

sophisticated lunar experiments will be possible.

These will vary among the successive Surveyor

landings, but will include radioactivity and

radiation measuring devices and instruments

for detecting the presence, if any, of a lunar

atmosphere. Several television cameras will

be capable of taking photographs ranging from

microscopic closeups of the soil at the landing

point to panoramic pictures of the moonscape

in the vicinity of the spacecraft.

The use of one of the more interesting pieces

of equipment contemplated for later versions of

Surveyor A will contribute to an understanding
of the lunar geology. A core drill, similar to

an oil-well drill, will be extended from the

spacecraft to take a 5-foot-deep core sample of
the lunar crust. By passing the sample through

an analyzer it will be possible to radio the

chemical composition of the 5Icon's crust back

to Earth.

The surface photographs obtained from the

Surveyor lander together with the closeup

approach photographs from Ranger should

give a reasonahle detailed understanding of

hmar-surface conditions at a number of points.

In order to complete landing-site selection for

eventual manned missions it may be necessary to

correlate these detailed regions with a complete
Moon surface reconnaissance. A second _-ersion

of Surveyor, the orbiter, is now being studied
for this reconnaissance mission. The surface

instrumentation would be replaced by high-

resolution TV cameras and the modified space-
craft inserted into a satellite orbit around the

Moon. By this technique the entire hmar sur-

face could be photogTaphed.

Ranger is our first-generation lunar explora-

tion spacecraft, Surveyor will be the second, and

a manned system will be the third. These gen-

erations are fairly compressed, inasmuch as

" FI(IIIRE 1-10.--Apollo misston.

we expect to make our first manned lunar land-

ings before the end of this decade.
The lunar landing mission will be the cul-

mination of the mighty Project Apollo. As

shown in figure 1-10, Apollo will actually con-

sist of a number of stepping-stone missions,

each impressive in itself. By mid-decade we

will be flying a three-man crew in Earth orbit.
Besides adding to our store of knowledge about.

crew reaction and performance during flight

durations of several weeks, !he_ flights will

provide verification of our component tech-

nolog)', will serve as crew-training missions,

and will enable practice of capsule separation,

rendezvous, docking, and crew transfers later

to be employed in the lunar landing missions.

Only after this experience is gained will we be

ready to fly out to the distance of the Moon and

reenter the Earth's atmosphere at 25,000 mph.

In all probability this second phase will only

accomplish circumlunar flight with perhaps a
low-level visual reconnaissance of the hmar

surface during orbital passage around the

Moon. Actual hmar landings will follow.

The rather complex steps of the actual lunar

landing and return are summarized in figure

1-11. After injection from the Earth on the

escape trajectory to the Moon, a low orbit will
be established around the Moon. Two of the

three astronauts making the journey will then
transfer from the command module, or main

spacecraft, to a second spacecraft designed

solely for lunar landing. This lunar excursion
module will be separated from the command

module and will be brought to rest on the Moon's

surface.
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FIGlYP_ 1-1l.--Lunar orbit rendezvous mission. FI(_VRF_ 1-12.--Docking in transit.

After a several-day exploration period, the
lunar excursion module will be fired from the

Moon's surface back into a lunar orbit trajec-

tory corresponding to that of the command

module. The two spacecraft will rendezvous,

dock together, and the two Moon explorers will
transfer back to the command module. Then,

leaving the excursion module behind, the com-

mand module will be inserted into a lunar escape

trajectory back towards the Earth.

There will be no braking of the returning

capsule by retrorocket. Aerodynamic braking
will be the sole means of reducing the velocity

from the 25,000-mph reentry speed in the

Earth's atmosphere. With the moderate-lift

aerodynamic characteristics of the Mercury-

shaped capsule, this will require penetrating

the Earth's atmosphere within a corridor about
40 to 60 miles high, or a corridor the height of

which is only about 1 percent, of the Earth's

radius; The spacecraft will be piloted down
this corridor to one of the several preselected

landing areas on the Earth. These areas will

be on land, in contrast to the water impact

zones of the current Mercury program.

The physical configuration of the spacecraft

injected tward the _foon can be seen in fi_lre

1-12, representing the "unpackaging" of the

spacecraft during lunar transit. For safety

reasons the command capsule, housing the three-

man crew, will be stored in front of the lunar

landing module during launch. When the

escape trajectory is established the command

module will be turned until it is finally fastened
in a face-to-face attitude to the lunar excursion

FIOVaE 1-13.--Lunar descent.

module. This will permit the two landing crew-
men to transfer once lunar orbit is established.

After this docking the spacecraft will be sepa-
rated from the injection rocket stage.

Figure 1-13 illustrates the mode of module

separation and landing. The landing module
will be visible from the command module

until touchdown. Similarly, the command

module will be in line of sight from the take-off

moment until docking is accomplished on the

return t_ip.

One can legitimately ask why such a seem-

ingly complex procedure is being followed for

the hmar landing mission. There are many

reasons, but one of the foremost relates to the

improved ener_o'y management and the resultant
minimization of launch vehicle size.

Fi_lre 1-14 shows a comparison of the three

new launch vehicles being developed for Proj-

ect Apollo. The Saturn C-1 has already twice

been flight tested for first-stage performance.

666715 0--62--2 9
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I_O_rR_ 1-14.--C-1, C-1B, C-5 launch vehicles.

Eight motors w_, upon final development, de-

liver 1.5 million pounds of take-off thrust.. This
compares with the Atlas thrust of a little more

than a third of a million pounds in the Mercury

flights. The C-1 will be capable of launching

tile three-man command c_psule into Earth

orbit. An improved version, the C-1B, will

be used for the Earth orbit development and

demonstration of the two-capsule separation

and docking technique.

The lunar flights will require the C_5 rocket.

Five engines, each developing 1.5 million pounds

of take-off thrust, will be used in this vehicle.

The second stage will use five 200,000-pound-

thrust hydrogen-oxygen engines, and the third

stage will use one 200,000-pound-thrust engine.

In _ddition to being a necessity for the

manned hmar landing mission, these launch ve-

hicles will offer obvious benefits for future space

flights of all kinds. Up to now, our space mis-

sions have been launched with staged versions of

launch vehicles originally designed for ballistic

missiles. The largest current capacities are

about 5,000 pounds in an Earth orbit and 750

pounds to the Moon. The Centaur, now being

developed, will give a marked increase. All
the Atlas or Thor based launch vehicles are

dwarfed, however, by the 20,000-pound Earth

satellite capacity of the C-l, the 30,000-pound

capacity of the C-1B, or the 200,000-plus-pound
limit of the C-5.

One area of scientific exploration in which

these large booster capabilities are expected to

be utilized is in the exploration of our planetary

system, the last of the geographical regions of

space. At the present time our first planetary

spacecraft, Mariner R, is in midtransit to Venus.

The Mariner R, shown in figure 1-15, bears a

strong family resemblance to the Ranger space-
craft. Mariner R is, in fact, a minimum modi-

fication version of the Ranger. Its instrumen-

tation is considerably different, being comprised

of a number of instruments for measuring deep

space properties during transit as well as instru-

ments for scanning the surface of Venus during

a close fly-by.

In mid-December 1962 the Mariner R space-

craft will sweep pas_ Venus at a currently cal-

culated miss distance of about 21,000 miles. In

less than an hour of close transit flight it will

detect and store data that should help resolve

many unknowns about the temperature of Ve-
nus. For the next 54 hours these data will be
transmitted back to Earth.

1_5_ 1-15.--Mariner R spacecraft.

There has been a certain amount of public

confusion about the Venus flight; in fact, the
NASA has received some well meaning con-
dolences on its failure to hit Venus. The 54-

hour data-transmission time adequately explains

why we purposely avoided hitting the planet.

The aiming point was 10,000 miles from Venus.
Since Venus will be about 36 million miles from

the Earth as the spacecraft passes_ the guidance

accuracy resulting in only an ll,000-mile error

from the aiming point must be considered ac-

ceptable. The actual miss distance is well with-

in the effective range of the planetary instru-
mentation.

10
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Our planetary exploration capabilities will

not permit spectacular advances in achievements

beyond Mariner R capabilities for several years

to come. For one thing, we can only perform
planetary missions at discrete intem-als because

of the tremendous booster energies required in

these missions. It is only at about 19-month in-

tervals that spacecraft can be sent to Venus.

The next opportunity will come in the spring

of 1964. Martian exploration is even more diffi-

cult, and about .05 months elapse between op-

portunities. The next favorable time for a Mars

flight will come in the fall of 1964.

Our _pacecraft concepts for the 1964 oppor-

tunities at both planets are now being finalized.

Mission capabilities when the very large boost-

ers that were shown in figure 1-14 become avail-

able are being considered. With these large
boosters we will be able to consider simple mis-

sions to planets other than Venus and Mars as

well as much more complex and profitable

missions to these two closest planets.

These, then, are the firm elements of our

programing in the area of space exploration

using manned as well as unmanned spacecraft.

We also have projects aimed at the use of

space for practical purposes to enhance man's

living and operating capabilities on Earth. At

the present time we do not visualize these kinds

of operations being conducted except by Earth
satellites. Two areas dominate our attention:

weather observation and communication. The

Navy experiments with the Transit naviga-

tional satellite are also being closely examined

to determine the applicability of this system to
international commercial uses.

There appears to be a bright and definite
future role for weather observational satellites,

both for use in day-to-day weather forecasting

and as a platform for acquiring basic new mete-

orological data that may markedly improve

long-range forecasting techniques.

This country has already launched six of the

Tiros satellites shown in figure 1-16. Two of

them are presently operating simultaneously.

These are relatively simple experimental de-

vices. The solar-cell-powered spacecraft are

spin stabilized and hence are space rather than

Earth oriented. As a consequence, tim video

cameras used to record cloud-formation pictures

I_OURE 1-16.--Tiros spacecraft.

only look at the Earth during part of each

satellite orbit. The pictures taken during the

part of the orbit in which the Earth is visible

and in sunlight are stored on tape for readout

on command from receiving stations located on
the east and west coasts of the United States.

In some of the spacecraft additional infrared

detecting instruments have been carried for
fundamental measurements of the temperature

distributions and resulting heat budgets around
the Earth.

Although the operational capability of the

Tiros spacecraft is limited, astounding success

has been achieved in acquiring useful weather-

forecasting data. Well over lO_,5,000 individual

cloud photographs have been transmitted back

to E,_rth. A large fraction of these have been

analyzed by the Weather Bureau within a few

hours of being taken and the results have been

incorporated into regular weather analyses.
Both the limitations of the Tiros spacecraft

and the potential value of an improved meteor-

ological satellite system are revealed by the

global cloud analysis data in figure 1-17. Based

on a composite of photographs taken during

one 24-hour period, the figure shows, on a large

scale, what can be achieved by the weather satel-

lite. Although limits are imposed by the satel-
lite orbital and orientation characteristics of

Tiros, seven major weather disturbances were

observed during this 1-day period. The gross

hemispherical weather systems indicated are by

no means representative of the local detail which

11
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I_[GITRE 1-17.---Global cloud analysis, September 11,
1961.

can be, and is being, developed from the weather

pictures.

NASA, in cooperation _ith the Weather Bu-
reau, is developing a second generation weather

satellite that will yield data which will fill up
the gaps on this map. The Nimbus satellite is

shown in figure 1-18. The sensory instrumen-

tation, which will not differ markedly from

that carried in Tiros, will consist of improved

FmtraE 1-18.--Nimbus meteorological satellite.

video camera systems and infrared scanners in

the early versions. The principal difference in
the spacecraft arises from the incorporation of
Earth stabilization on Nimbus. Control sensors

will keep the cameras continuously pointing at

the Earth. When flown on a near polar orbit,

therefore, Nimbus will give pictures of the

weather over every spot on the Earth every 12
hours.

Because the solar cells must. centinuous]y

point at the Sun as the spacecraft revolves on

its axis to maintain Earth orientation, the cells

are mounted on paddles which will revolve rela-

tive to the spacecraft body. The first Nimbus

should fly in about a year. After a develop-

mental period of several years, this country
can reasonably expect the incorporation of a

continuously operating weather satellite system
in our weather prediction service.

The second area of space application that,
seems fairly near fruition is the field of com-

munication satellites. More than 2 years ago

NASA launched a passive sphere known as
Echo which permitted experimental transconti-
nental and transoceanic communications via

space. Although possessing the virtue of hav-
ing no airborne electronie components in the

communications link, the passive system suffers

di_dvantages in terms of high-power-ground-

transmitter and ultrasensitive-ground-reeeiver
requirements inasmuch as the communication

sig_ml is simply reflected from the satellite

without power boost.

The recent successful launching of the Tel-

star, developed by the American Telephone and

Telegraph Company, has dramatized eomnmni-

cation satellite capabilities when spacecraft

signal amplification equipment is incorporated.

Figure 1-19 illustrates the typical elements of

these "active" satellites. A relatively modest

power level can be used to beam a ground signal

to the spacecraft. It is received, amplified, and

rebroadcast by the satellite. This power boost

to the" signal minimizes the required receiver

Capability.

Although Telstar has shown the potentiality

of the active communications satellite, it has

not, in itself, resolved the technical questions

as to the best kind of satellite system. At

moderate altitudes, where the satellite can be

12



F_GVaB 1-19.--Active repeater satellite.

spin stabilized without serious signal fluctua-

tion at the ground receiving station, the delete-

rious effects of concentrations of energetic

particles in the great, radi,_tion belts may reduce

electronic component life to an unprofitably

low level. Also, at these _dtitudes larger num-

bel_s of satellites will be necessary in order to

THE CURRENT MISSIONS OF NASA

maintain continuity of communication between

ground points.

If the satellite altitude is raised, however, to

the synchronous height of about 22,000 miles
in order to minimize the numbers of satellites

and the effects of radiation-belt damage, a re-

quirement is introduced either to increas(_
greatly the satellite onboard power to stabilize

the satellite relative to the Earth, or to point

electronically the antenna output pattern at the

Earth at all times. There are major technolog-

ical problems to be overcome with any of these
alternatives.

Although passage of the Communications

Satellite Bill has made it clear that operation

of a global communications system via satellites

will rest in the hands of private industry, there

is a major governmental role still present in the

exploration and solution of basic research and

development problems. The NASA program
in the active communications satellite .area is

continuing strongly, therefore, with Projects

Relay and Syncom in the intermediate and

synchronous altitude ranges, respectively, to
further the state of the art so that tile world

can enjoy the earliest commercial utilization

of space for inten_ational communications.
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INTRODUCTION

In the past few decades_ events in the realm

of technology have moved with ever increasing

rapidity. Less than 25 years ago the world had

not harnessed nuclear energy. Le§s than 20

years ago there was no commercial television
and antibiotics were unknown. Less than 15

years ago there were no supersonic aircraft.

Less than 10 years ago no commercial Jet air-
craft were in existence and intercontinental bal-

listic missiles were considered practical by only

a very few scientists and engineers. Just a few

days over 5 years ago the remarkable achieve-

ment of placing a man-made object in an orbit
about the Earth took place.

Since then, a multitude of scientific satellites

have been placed in orbit about the Earth and
some in orbit about the Sun. Men have been

propelled out of this world and have returned

safely to tell about their miraculous experiences.

Instrumented spacecraft have probed the mys-

teries of space millions of miles distant from

Earth. Earth satellites have warned popula-

tions in many parts of the Earth of impending
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storms and hurricanes. Telephone conversa-

tions, messages of all types, and live television

have been transmitted over distances previously

impossible, by use of satellites.

Approximately 45 days hence, if Mariner II

continues to function properly, Earth beings

may make one of the greatest scientific discov-

eries of all time. We may, for the first time,

probe beneath the shrouded mystery of the

planet Venus, with man-made instruments, from

a distance of only 20,000 miles. Lest this dis-

tance sound large to us, we must remember
that the closest distance the Earth ever ap-

proaches Venus is some 26 million miles.

The dynamism of technological change has

affected every facet of life in modern nations.

The pervasion of these developments has not

been limited to just the material and economic

aspects of life. The philosophy_ the culture,

and the social order of mankind have already

been and will be markedly influenced in the

future.

Before these great changes, few business en-

terprises or other organizations set goals for
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themselves or planned very far into the future.

Today_ more and more businesses, academic in-

stitutions, and governmental organizations are

learning that it is essential to set goals for their

organizations and lay careful plans for their
attMnment. The National Aeronautics and

Space Administration having the responsibility

of exploring space, which demands the expan-

sion of knowledge in nearly every engineering,

scientific, and even sociological area, must lead

in establishing the goals and plans for our fu-

ture space exploration program.

The purpose of this paper is to explain, in

a general way, the broad objectives and goals
of NASA and some of the principal constraints

which must be considered in planning for their
attainment.

OBJECTIVES OF THE SPACE PROGRAM

Business enterprises have as their principal

objectives the earning of a profit. The principal

objectives of academic institutions may be said

to be the education of students and the acqui-

sition and dissemination of knowledge. What

are the objectives of the space program ._

Leaders of government and respected figures

in education and industry have consistently
stated that the United States must maintain

scientific and technical eminence among the na-

t.ions of the world. The national space pro-

gram is believed to have a "spearhead" role in

this effort.. The national objectives in space

exploration and the explorations of space tech-

no]ogs, may be broadly stated as (based on the

National Aeronautics and Space Act of 1958)--

• The preservation of the role of the United

States as a leader in aeronautical and space

technology and its peaceful applications.

• The expansion of human knowledge.

• The improvement of the technology of aero-

nautical and space vehicles.

• The development and operation of vehicles

that will carry living organisms and equip-

ment through space.

• The utilization of the scientific and engineer-

ing resources of the Nation as effectively as

possible.

• The interchange of information and discov-

eries between the civilian space adminis-

tration and agencies concerned with na-

tional defense.

• The cooperation between the United States

and other nations in aeronautical and space

activities and their peaceful applications.

• The conduct of long-range studies of the bene-

fits, opportunities, and problems involved

in aeronautical and space activities for

peaceful and scientific purposes.

The Space Act of 1958 provided that NASA

would plan, direct, and conduct aeronautical

and space activities, arrange for participation

by the scientific community in planning meas-

urements and observations, and provide for the

widest practicable dissemination of informa-
tion about its activities and their results.

By proceeding at an emphatic pace to meet

the national objectives the United States will
also be able

1. To provide insurance that its science and

technology will not become obsolete in an

age of explosive advances in scientific

knowledge, engineering techniques, and

other technological innovations.

2. To provide insurance against the hazards

of surprises in space technology with their

possible adverse national security and psy-

chopolitical consequences.

3. To lead the world into the space age in
such a manner as to derive benefits for all

mankind.

The relationship between these broad objec-

tives and our actual programs may not be self-

evident. Our actual program of space explora-
tion and exploitation serves to promote the

stated objectives as follows.

The space science program of NASA is de-

signed to permit us to learn more of the laws of
nature that exist outside our world. No one

can foretell just how much of the information

that is learned about cosmic rays, magnetic

fields, radiation belts, and so forth will be used

to benefit mankind. The underlying scientific

principles for most present-day industrializa-

tion which has led to our high standard and

greater dignity of living were discovered a

hundred years or more ago.

Much that happens here on Earth has its in-

ception somewhere in space. Who can tell but

that a hundred years from now we may not

16



PLANNING FOR THE FUTURE GOALS OF NASA

be using in everyday life items that are based

on discoveries made now? Our space science

program will have an important influence on

our ability to maintain our preeminence in sci-

ence among the nations of the world.

The manned space flight program, which at

this time has as one of its major objectives

landing men on the Moon and returning them

safely to Earth, may be described as the great-

est and most difficult engineering task ever un-

dertaken by man. New knowledge must be

created in nearly every field of engineering if

this undertaking is to be successful. The en-

gineering techniques and technological innova-
tions that will result from this program will, in

time, spread throughout our industry and en-

able us to maintain leadership in a competitive
industrial world.

How does the NASA program "provide

against the hazards of surprises in space

technology" _. No less eminent an authority on

military space problems than General Bernard

Schriever, Commander_ U.S. Air Force Sys-

tems Command, stated, in September of 1961,

"We should recognize that there is no inherent

difference between basic military and nonmili-

tary space technology. YVhat really matters is

not the technology but the intent." In other

words, the technology being developed by
NASA is and will be directly transferable to

military needs when they arise.

The application satellite program of NASA

bears directly on another broad objective
which is "To derive benefits for all mankind"

from the space age. This program and its

benefits have already been described in paper 1.

In order to accomplish our various goals in

space exploration a great deal of basic and ap-

plied research must be done in our laboratories
and other facilities here on Earth. In fact_

a very high proportion of the total effort_

which eventually cuhninates in any experiment

in space, is absorbed in basic and applied re-

search on the ground in preparation for the ex-

periment. The development of many nonexist-

ent devices and apparatus deemed essential to

future missions of space exploration must pre-
cede the initiation of such missions. This sub-

ject will be discussed in more detail

subsequently.

PLANNING OF FUTURE GOALS OF SPACE

EXPLORATION

As previously mentioned, NASA must take

the lead in establishing the goals and plans for

the future space exploration program of the

United States. Obviously, many factors must

be considered and weighed in laying out such a

program. Some aspects of two principal con-

straints which are always present in our long-

range planning are discussed briefly as follows.

The first constraint deals with money to carry

out the planned programs. This is a matter of

policy which, in its earliest stage, is initiated by

NASA and ultimately is determined by the

President for the executive branch of our gov-

ernment. The Congress then supports the

President's request to the extent of their actual

appropriations. All of the actions are very

proper. What makes the long-term planner's

task very difficult is that the national budgets

are firmly projected for only 1 year ahead.

Figllro '2-1 illustrates our dilemma. The co-
ordinates of this fi_lre are: Time on the hori-

zontal axis in terms of fiscal years and the

amount of dollars of annual appropriations on

the vertical axis. The solid curve A, from the

origin to the point marked with the triangle,

represents the pattern of appropriations which
NASA has received to date. If the approved

programs which were described in paper 1, in-

cluding the manned lunar landing program,

were to be priced out to their completion, then
the funding required would follow a pattern

such as that shown by curve A-A. This curve

will not go to zero even if no new missions are

approved. The reason is that some space pro-

grams such as the meteorological and communi-

,." _)//'"
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FIGIraE 2-1.--Funding patterns.
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cation satellites have already proven their

potential worth. Work related to these pro-

grams will continue indefinitely. A nmnber of

other programs ahnost surely will also continue
into the distant future.

As a national policy, a course of action

which follows curve A-A would, in my opinion,

normally not be good business. The highest

point reached by curve A-A repre_nts a na-

tional asset in terms of buildup of industrial

capacity, of specialized facilities, of trained

manpower, and of management organizations.

Although as a nation we are not in the space
business for a profit in the same manner as a

commercial enterprise, we do expect and believe

that the returns on our investment in space ex-

ploration will more than repay the original in-

vestment. It is unlikely, however, that the full

return can be realized in the relatively short

time span of the pre_nt programs. If one

argues that we should complete these programs
and after we see their results undertake new

programs, then the dollar curve would look like

the profile of a roller coaster. In turn, that

would represent periodic rapid industrial and

manpower buildup and equally rapid decline.

The disadvantages that would result from such
action are obvious.

Another course of action is represented by

curve A-B. Space is so vast and knowledge of

it so limited that many more well thought out

experiments and many more soundly conceived

projects can be devised than we are now under-

taking. Following a policy of funding all the
projects that are worthwhile would require con-

tinuously increasing annual expenditures as

shown by curve A-B. This approach could, in

time, exceed our means to support, the program.

Consequently, this course is al_ undesirable.

Perhaps the most sensible type of funding

pattern to use for planning purposes is that.

represented by curve A-C. It is a type of

growth patten_ common to many enterprises as

well as to many natural expansion phenomena.

Should ttm results of the program merit

further expansion, then at some future time

another growth pattern, curve D, could be

superimposed on curve A-C.

The annual funding appropriations are then

one of the principal constraints in planning the

future goals of space exploration. Needless to

say, our schedule of future events in space

exploration will depend on how well we can

foretell the shape of curve A-C and how well we

can estimate the cost of present and future

programs.
The second constraint is a natural one. Prior

to 1947, aeronautical engineers referred to the

sudden increase in the drag of an airplane near

the speed of sound as the sonic barrier. In

1947, an airplane flew faster than the speed of
sound. The sound barrier was breached and

soon became a passing hurdle in aviation his-

tory. Not long after, aeronautical engineers
again were faced with a barrier to ever increas-

ing speeds. This time the obstruction was

caused by the very great heat generated when
an airplane travels at speeds above 2,000 mph.

The phenomenon was called the heat barrier.

Again, the engineers and scientists went to work.

The X-15 has now flown at speeds in excess of

4,000 mph and the mercury capsules have reen-
tered the atmosphere from speeds of about

18,000 mph. The heat barrier, too, has been

breached. Now, in space exploration, we are

faced with many potential barriers, but two

which offer the greatest challenge might be
termed the time and energy barriers.

This point is illustrated in figure 2-2, which

shows some of the distances in the solar system.

The mean distances, in millions of miles, of the

planets from the Sun are indicated. Note, for
example, that the :Earth has a mean distance of

93 million miIes from the Sun and that Mars has

a mean distance of 143 million miles. Suppose

that the universe suddenly stood still in the rela-

tive positions shown in the figure. Mars would

be some 50 million miles from the Earth, 143-93.

Let us further suppose that a spacecraft is

traveling across from :Earth to Mars at a speed

of 10 raps or 86,000 mph. At this rate, 58 days
would be needed to transit the 50 million miles.

Ten niHes-per second is 8. very high speed when

it is considered that a spacecraft needs to travel

only 7 mps to escape from the Earth. Under

the same assumptions 450 days would be neces-

sary to travel to Jupiter.

Actually, we all know that the universe does

not stand still and it is now impossible, and

maybe always will be, to travel in a path in
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FmtraE 2-2.--The solar system. The superscript 1

indicates mean distance, planet to Sun, millions of
miles.

space as was assumed in this illustration. The

point is that even under such preposterous

assumptions, the time needed to reach the outer

planets of the universe must be measured in

years.
A more nearly accurate picture of the dis-

tances to be covered and the time that it will

take to do it is illustrated in figure 2-3. The

FlOXmE 2-3.--Examples of round-trip missions to Mars.

diagram on the left shows how a round trip to
Mars would be made using the least amount of

energy. We would start from an Earth orbit at

point 1 by imparting a velocity increment of

some 12,000 ft/sec to the spacecraft. An orbit

about Mars, point 2, would be reached 260 days

later by following the path shown by the
arrows. To enter the Mars orbit, the spacecraft

would have to be slowed down by some 7,000
ft/sec. In order to reach a favorable return

position, the spacecraft would have to stay in

the orbit about Mars for 450 days until Mars

reached point 3 in its orbit about the Sun. At

this point the spacecraft would leave Mars and

reach the Earth "260 days later. The total time

for the round trip would be long, 970 days, but

this method would expend the minimum energy.

By expending much more energy, the round

trip could be made according to the diagram
shown on the right-hand side of the figure. The

trip time has now been reduced to 500 days.

The visiting time at Mars was only 25 days com-

pared with 450 days necessary in the scheme of

the left-hand diagram.

The price that is paid for the reduction in

time from 970 days to 500 days is that much

more energy in terms of propellant must be

used to do the fast mission, provided that the

same weight was transported during either

period. The energy expended is determined by

exponential functions of the velocities imparted

at various points, shown in the figure. Starting

from Earth orbit and returning to Earth orbit

the total velocity for the 970-day trip (left dia-

gram) is 38,000 ft/sec; whereas, 77,000 ft/sec

are needed for the mission profile shown in the

right-hand diagram. If the weight to be trans-

ported were the same in either case, then

a rough calculation indicates that as much

as five times more energy may be neces-

sary to accomplish the 500-day mission than

the 970-day mission using an advanced pro-

pulsion system. IIowever, if account is

made of the extra provisions needed to supply

the crew during the long mission and if equip-

ment is abandoned when it has served its pur-

pose, then the shorter trip would use only about

two and one-half times the energy input of the

long one. The influence of radiation shielding

is to favor the shorter trip. An even shorter
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FIGVRE 2-4.--Some mission velocity and launch vehicle payload relationships.

trip of only about 6 momhs can be postulated
but that would require a total velocity incre-

ment of about 150,000 ft/sec. The effect of

large velocity increments and the attendant

rapid increase in size of necessary rockets will

be discussed subsequently.

The physical constraints of time and energT

on space exploration should be apparent from

this example. Mars is one of the two planets
nearest to the Earth. To reach some of fhe

outer planets in the solar system will require

many years of travel time.

Consider the size of the rockets that might be
needed to do various missions. On the left of

figure "2-4 are shown the mininmm energy veloc-

ities that must be imp'/rted to a spacecraft for

three different missions involving each planet.

The bar height is a measure of velocity shown

on the vertical scale. For a spacecraft probe to

Jupiter, thaL is the spacecraft would travel just
to the vicinity of Jupiter, a total velocity of

about 50,000 ft/sec must be supplied. Similar
velocities are shown for tim other planets.

Velocity as used here is readily convertible to

energy requirements.

The right-hand side of the figure shows the

payloads and the corresponding velocities that
three different launch vehicles can provide.

The top curve is for launch vehicle A. It is a

three-stage vehicle having a thrust of some 12

million pounds in the first stage. Its weight at

lift-off would be in the neighborhood of 8 to 9

million pounds. The middle curve is based on

launch vehicle B with some 7.5 million pounds

of thrust in the first stage. The lift-off weight

would be about 5 to 6 million pounds. The last.
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curve, launch vehicle C, is for a three-stage

rocket with 1.5 million pounds of thrust in the

first stage. The weight is between 1 and 1.2

million pounds.

This figure indicates how much velocity each
of the launch vehicles can impart to a given

payload. For example, how much payload can
any one of the launch vehicles send into an orbit
about Venus and return to Earth ? The answer

is zero. A velocity of about 62,000 ft/sec is re-

quired. The largest launch vehicles with three

stages could only attain about 61,000 ft/sec even

with no payload. By noting the bars which

reach above 60,000 ft/sec it is evident how

many missions we cannot do even with a launch

vehicle that has an initial weight of 8 to 9

million pounds or between 4,000 and 4,500 tons;

with more stages we could do better. •

The largest launch vehicle the United States

is now developing is the Saturn C-5 which is
similar to launch vehicle B on this chart. It is

evident that if spacecraft are to fly some of the

more difficult missions, either very much larger
chemical rockets will have to be built or else

several launch vehicles will have to be used to

place parts of a spacecraft in an orbit about
Earth. Each of these will launch the maxi-

mum weight it can into low orbit. There the
individual loads will be assembled. When the

spacecraft has been assembled and provisioned,
it will be launched from Earth orbit into a

trajectory to its target.

Another solution to acquiring the means for

accomplishing some of the very high perform-

ance missions is also under development. The

three launch vehicles represented by these
curves are all chemical rockets. Kuclear

rockets and electric propulsion in proper com-

bination with chemical stages will, in time,

permit attainment of even the highest velocities

shown in figure 2-4. The total weights neces-

sary to do the most difficult tasks will also be

greatly reduced. Although nuclear rockets

and electric propulsion have been in a develop-

ment status for some time, progress is slower
than early estimates predicted.

NASA FUTURE GOALS

The purpose of discussing some of tl_e princi-

pal constraining factors that enter into the

planning of the future goals of NASA was two-
fold. One was to convey an appreciation of
the nature of some of the factors themselves

and the other was to lead into a discussion of

table 2-I. Both constraints are very inti-

mately associ'/ted with any discussion of possi-

ble future goals. Long-range planning is by

its nature a very risky business, and without

consideration of these major constraints as well

as numerous others, it would be hopeless.

Table 2-I is entitled, "Some Space Explora-

tion Possibilities." It is a "think piece" which

shows a matrix of possible events in space ex-

plorations. The vertical columns are organ-

ized according to the region where the explora-
tion event takes place, that is, Earth orbit_

lunar, or planetary. The horizontal divisions

are grouped into unmanned experiments,

manned developmental programs, and manned

operational programs. The numbers in the

upper right-hand corner of each block are for

the purpose of block identification.

The numbers in the upper left-hand corner

of each block are guesses of the time period

when the events depicted in the block might

take place. The dates are printed in red which

is intended to convey two thoughts. One

thought is that they should not be quoted out
of context of this discussion and the other is

that it is dangerous to place undue confidence

in the reliability of these dates. Careful note

should be made of the color key to the chart.

Categories printed in brown are approved pro-

grams. Work at various levels from basic re-

search to flying of experiments in space is in

progress. The categories printed in blue are

programs at various stages of study, discussion,

or planning. However, they are not in an ap-

proved status which, for this discussion, means

end-product hardware development. None of

the items listed in blocks 6 to 9 are as yet au-

thorized beyond the study and long-range

planning stages.
The arrows are intended to mean that the

program in one block is a base which supports

and contributes directly to the total knowledge

of subsequent blocks. Vertical arrows indicate

a similar relationship. In addition, in some

cases, they indicate a direct dependence of a

program in one block on the success of a pro-
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TABL_ 2-I.--Somv _pacc Exploration Possibilities.

REGION
MISSIONS

EARTH ORBIT PLANETARY

UNMANNED

MANNED

DEVELOPMENTAL

MANNED

OPERATIONAL

1958 -

UNMANNED SATELLITES

SCIENTIFICSATELLITES

•SMALL SPECIALPURPOSES

"ORBITINGOBSERVATORIES

APPLICATIONSATELLITES

•COMMUNICATION

METEOROLOGY

NAVIGATION

• ENGINEERINGRESEARCH

++ ++1962- 68

MANNEDSATELLITES

BALLISTIC REENTRY

'MERCURY

"GEMINI

MANEUVERINGREENTRY

INTERIMORBITALLABS.

+++"
AFTER 1968

ORBITALOPERATIONS

MANNEDORBITINGLABS.

OPERATIONALFERRYVEHICLE
RECOVERABLEBOOSTERS

ENGINEERINGEXPERIMENT
AND DEVELOPMENT

NO AUTHORIZEDPROGRAMSYET

LUNAR

1_2- 68LUNAR PROBESRANGER

•SURVEYOR

INTERMEDIATESPACEPROBES

_1 ++-
L ,EFORE19,0 L

MANNEDLANDING

21962 - ½
DEEP SPACEPROBES

MARINER
VOYAGER

-_" SEARCHFOR EXTRATERREST1ALLIFE

OUT OF ECLIPTIC

GRAVITATIONALEXPERIMENT

OUTERPLANETS AND THEIRSATELLITES

LEAVESOLARSYSTEM

AFTER1975 ++ ++ 1"6
MANNEDEXPEDITIONS

"-_'APOLLO
.-w.,.

LUNARLOGISTICSYSTEM

J1UNMANNED

i +++
' AFTER 1970

LUNARSTATION

.__ SCIENTIFICOBSERVATIONS
-'_ LUNAREXPLORATIONS

-" MARS LANDING
..-z,-

•-_ VENUSRECONNAISSANCE

SEARCHFOR LIFE ON PLANETS

NO AUTHORIZEDPROGRAMSYET

18 AFTER1980 + ('(r

PLANETARY OPERATIONS

MARS STATIDN

ADVANCED MANNED EXPEDITIONS

--_ )UPITERSATELLITES

--b MERCURY

OTHERS

NO AUTHORIZEDP_RAMS YET NO AUTHORIZEDPROGRAMSYET

gram in an earlier block. For example, we
would hardly think of establishing a lunar sta-

tion before completing the first phase of the

Apollo program. In other cases, they show
less direct but nonetheless important interrela-

tionships. Successful manned lunar landings

completed as shown in block 5, for example,

will undeniably acquire much scientific infor-
mation. This will add to and influence the sci-

entific information gained in block '2. There-

fore, it is important to appreciate the

interdependence of nearly all the programs that

are now contemplated. Important scientific

and engineering knowledge is provided from

one program to the next. Many devices, actual

equipment, and certain en_neering techniques
will also be transferable.

In its entirety this table gives, in capsule

form, some of the principal, possible avenues of

exploration of space. Block 1 is intended to

include our entire present program of scientific

exploration in near-Earth space. Included in

the space science program are such near-Earth

scientific experiments as seek to increase our

understanding of the relationship of certain

physical pbenomen_ occurring on or near the

Sun and resulting physical events in near-Earth

space. Also shown in this block are the pro-

grams in universal application of satellites to

perform functions of direct usefulness to all

people: communication, meteorological, and

navigation satellites.

A certain number of engineering experiments

in space are also part of our plan. For ex-

ample, the behaviour of fluid systems, or fluid

dynamics, in a zero-environment is of major

importance in the design and construction of

both primary and auxiliary power systems for

use in space. Verifying the design of heat

shields for reentering the Earth's atmosphere

at hyperbolic velocities is another example of

engineering experiments.
Experiments in nearly every category of

science belonging in block 1, because of the corn-
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plexity of the physics of near-Earth space, will
continue over an indefinite period of time into
the future. Similarly, efforts to improve and
devise new application satellites will continue

indefinitely. Hence, the time period in the
upper left-hand corner of the block is not
limited.

The second block deals principally with un-
manned scientific investigation of the Moon.

Information gained from this program is of
prime scientific interest as well as extremely
important to the manned lunar landing pro-
gram directly below in block 5. Intermediate

space probes are placed in block _ because the
region of early interest is in distances from the
Earth of the same order as the distance of the

l_[oon. When the distances become markedly
greater, then the program will shift into block
3. The time period of block 2 is limited be-

cause there is a suspicion that after men begin
landing on the Moon, scientific information

from the Moon will have a step function in-
crease. There are many informed people who
do not concur with this.

The next series of possible events is shown

in block 3. The Mariner program has already
been described. The Voyager spacecraft and

mission concept would provide for more lengthy
stay time capabilities near the planets Mars
and Venus. Also contemplated is the provision
for having a capsule separate from the main
spacecraft, enter the atmosphere, and land on
the surface of these planets. Scientific experi-
ments would include instruments to search for
living matter as well as advanced versions of
the instrumentation carried on the Mariner

spacecraft. A launch vehicle of the early
Saturn size will be needed for the Voyager
mission.

The other programs in the block are reason-

ably self-explanatory at least in purpose. The

nature of the gravitational experiment, for ex-

ample, is not known. It is hoped that some
scientist or group of scientists will conceive an

experiment that will shed ligilt on this subject.
A number of the experiments in this block will

be very difficult to perform for several reasons.

One of the reasons is the physical constraint,

that was discussed previously, of the very large
chemical rockets needed to do some of the mis-

sions. A probe to the close vicinity of the Sun
may require a velocity of close to 100,000 ft/sec.
Figure 24 showed that a chemical rocket of

even the Nova class may not be able to do this.
For difficult future missions, NASA is sup-

porting an advanced technology program in nu-
clear rockets and electric propulsion. Nuclear
rockets, when they are developed, can be em-
ployed for launching spacecraft into space as
well as for propulsion between points in space.
Electric propulsion is characterized by very low
thrust-to-weight of the propulsion system.
Therefore, the principle can only be used for

propulsion in space and not for launching from
Earth. The realization of both nuclear rockets

and electric propulsion is some years in the

future. Theoretically, they offer the promise of
markedly reduced size of propulsion system
to accomplish many high performance missions.
The progress in nuclear rocket development is
at the present paced by the technology of high-
temperature, high-stress-resistent materials.
The problem area in electric propulsion and
electric power, at this time, is the technology of
conversion, in a space environment, from
thermal energy to electric energy, in large quan-
tities. Without the solution of these major
problem areas, it may not be possible to under-
take some of the experiments of block 3 for

many years.
The two manned orbital projects, Mercury

and Gemini, in block 4 have already been ade-
qudtely explained in paper 1. Additional exer-
cise in Earth orbit rendezvous techniques will

occur during the development and proving out
phase of the Apollo program of block 5. The
NASA does not now have a flight hardware
project for maneuvering reentry spacecraft.
NASA has cooperated in the Air Force X-20

(Dyna-Soar) project by conducting a substan-

tial amount of applied research for that project.
The Apollo program for sending an expedi-

tion of men to the surface of the Moon and

returning them safely to Earth has already been

explained. A lunar logistic system is the other
project in block 5. It will be designed to sup-

port a possible follow-on program to Apollo

shown directly below in block 8. Some of the

stages designed for the Apollo system may be

adapted to the lunar logistic vehicle.

23



NASA'$ ROLE IN

Manned expeditions to the vicinity of the

near planets Mars and Venus are considered in

block 6. The magnitude of these tasks will

dwarf the manned lunar landing program.

IIowever, the V-2 of World War II dwarfed

any previous artillery in history. The Atlas
Intercontinental Ballistic Missile dwarfs the

V-2. The Saturn C-1 launch vehicle dwarfs

the Atlas, and the Saturn C-5 will dwarf the

Saturn C-1. All of these developments will

have taken place in a time span of less than

25 years. Thus the sheer magnitude of the
task does not seem to be an insurmountable

deterrent.

The limited knowledge we now have of the

planets Mars and Venus leads us to believe that

manned exploration of the surface of Mars will
come first. Earthbound experiments lead

astronomers to speculate that the surface of

Venus may reach temperatures of 600 ° K and
that the surface atmospheric pressure may be

30 times greater than that on Earth. The re-
sults from the experiments are not considered by

other scientists to be conclusive. If the present

interpretations of these experiments are proven

correct, manned exploration of the surface of

Venus will have major obstacles.

Manned orbiting observatories constitute an-

other phase of space exploration and are shown

in block 7. The earliest multimanned orbMng

laboratories might well be adaptations of the

three-man Apollo spacecraft. Larger labora-

tories will follow if the interim models prove

their usefulness for making scientific observa-

SPACE EXPLORATION

tions, conducting engineering experiments, or

for actually assembling and proving out other

spacecraft in space. Launching vehicles having

sufficient payload capability for this job will

already have been developed for the programs

in block 5. The Saturn C-5 will be able to inject

more than 200,000 pounds into an Earth orbit.

The items in block 8 have already been men-

tioned. Basic hardware for this purpose will

have been developed in block 5. The Saturn

C-5, the Apollo spacecraft, and the logistic

vehicle are adequate to establish a small lunar
station.

In time it will become possible to land men

on Mars. Even longer duration manned mis-

sions, deeper into space, will become possible

with time. Examples shown in block 9 are:

missions to the vicinity of the giant planet,

Jupiter; missions to the innermost planet, Mer-

cury, and others.

All the possibilities shown in blocks 6 through

9 are in a preliminary analytical study phase

only. Although the initiation of many of the

projects is several years away, analytical studies

are warranted. Theypoint the way to the kind

of earliest basis and applied research that must

be undertaken to create the scientific and engi-

neering foundation for future missions.

None of these space exploration concepts will

be easy. All will require the most rigorous and

creative thinking of which man is capable. In

my mind, there is no doubt of the outcome, for

next to the power of God, the strongest forces

on Earth stem from the thoughts of man.
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SUMMARY

The NASA organization is designed to integrate a

wide array of resources in a cooperative Government-

industry-unlversity relationship. The NASA has built

a staff of 24,000 employees in order that the Govern-

ment will have sufficient technical and managerial

competence to determine, direct, and evaluate the re-

search and development work, nine-tenths of which is

conducted through contracts with non-Government

sources. The current program of $3.7 billion is carried

out through 14 field installations under the Headquar-

ters cognizance of five technical offices, each responsible

for progress in a major program area. These are:

manned space flight, space sciences, practical applica-

tions in space, advanced research in both aeronau-

tics and space technology, and tracking and data

acquisition.

INTRODUCTION

The objective of achieving a manned lunar

landing and return before the end of the decade

is said to be the greatest single technological

effort yet attempted. No single Government

agency could encompass this objective through

only its own efforts, and yet the NASA program

includes a number of other goals in aeronautics

and space exploration besides those related

solely to manned space flight. A program of

such scope and complexity requires integrating

the skills of thousands of people in Govern-

merit agencies, universities, and industrial con-

cerns. Very large sums of money are involved.

Especially for those outside Government who

will participate in this team effort, it may be

helpful to explain the funding structure and the

organization NASA has been building to handle
its coordination and direction of the total task.

THE FUNDING STRUCTURE

Progress in aeronautics and space involves

the participation of practically all the current

major scientific disciplines and engineering

technologies. Basic research in many fields of

science is necessary before space exploration

within our solar system becomes commonplace.

However, it must be kept in mind that the vast

majority of the funds for space must be ex-

pended, not in basic laboratory research, but in

engineering development of what is called

"hardware." By this is meant the launch ve-

hicles, the spacecraft, the instrumentation which

space scientists need in order to obtain measure-

ment of the space environment, and the ground-

based facilities required to build, test_ launch,

and track the flight hardware. In other fields_

such as the medical and biological sciences, or in

physics, the major investments are in perma-

nent laboratorie% extensive research equipment_

and staff salaries. The space program, too,

must have a full share of these ground-based

laboratories. In addition, extensive test chain-
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bers on the ground are required to reproduce

as nearly as possible the vacuum, temperature,
and radiation characteristics of an alien space

environment; similarly, there must be special

facilities in which to reproduce the enormous

velocities of spacecraft entering or leaving the

Earth's atmosphere. These unique facilities on

the ground, moreover, are only one part of the

investment required for the space program.

Space engineers must find ways to fly the re-

search laboratories out into space itself, since

this is the environment scientists are seeking

to understand. It is no wonder, then, that the

development costs associated with this flight
hardware make up the largest elements of ex-

penditure in the space program.

The current appropriations for 1963 il-

hstrate this point rather well. Out of a total

of $3.7 billion, the appropriation for construc-

tion of ground-based facilities alone is $752 mil-

lion or 20 percent. (See fig. 3-1.) However,

tile pacing items for most large vehicle develop-

ments are the testing and launching facilities.

In fact, $471 million, or 63 percent of the total
funds for facilities in FY 1963 will be used to

build testing, fabricating, or launching facili-

ties for the Saturn, Advanced Saturn, and other
launch vehicles. Ground facilities needed for

the development and testing of spacecraft and
for research in instrumentation will involve

$1o0 million, or 16 percent; an additional $45

million or 6 percent goes for the tracking dishes
and communications network facilities needed

to acquire and reduce the enormous volume of

data being telemetered back from orbiting

FIGURE 3-1.--NASA cbnstruction of facilities, FY 1963

funds. Values in millions of dollars.

bodies in the near-Earth or interplanetary re-

gions. Only about $115 million or 15 percent

of the facilities appropriation is allocated to the

building of general laboratories or specialized

apparatus for research and advanced tech-

nology conducted on the ground.

The larger of the two appropriations is for

research, development, and operations, which

this year is nearly $3 billion. This includes all
funds for the hardware development projects

mentioned previously, the research and ad-

vanced technology conducted by universities and

industry for NASA, and the cost of in-house

operations at the several NASA field centers.

The Congress has been farsighted in the

method by which it makes funds available to

NASA. Ordinarily, most Government agencies

are provided appropriations which can be spent

only during a given fiscal year. A few Gov-

ernment agencies concerned with R&D, one of

which is NASA, are granted their funds on a

"no year" basis. Under this authority, un-

obligated funds do not revert to the Treasury

at the end of each year; they remain available

to the NASA until they are needed for

an important and clearly defined program

requirement.

Again, it is significant to note (fig. 3-2) that

the research, development, and operations

appropriation contains $1,088 million, or 37

percent of the total, for commitment to the

development, procurement, and flight of launch

vehicles; $1,I90 million, or 40 percent, will go

for spacecraft and the research experiments on

board (although these experiments are but one-

fifth of the total spacecraft costs) ; 5 percent or
$135 million will be needed for the increasing

costs of tracking and data acquisition from the

objects in flight.. The remaining 18 percent, or

$528 million, is labeled "NASA Operations."
It includes the total cost of NASA's internal

activities. However, it also contains an item
of $31 million which is reserved for the univer-

sity research and training grant program, in-

cluding selected laboratory facilities grants.

This grant program will be de_ribed in a sep-

arate paper (paper 5).

Another way to understand the funding of

the total NASA program is to look at the areas

of principal program emphasis. (See fig..%3.)
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Many people are under the impression that the

achievement of the manned lunar landing takes

practically all NASA's resources. Actually, of

the total $3.7 billion in the two NASA appropri-

ations, about $2.25 billion or 62 percent of the

effort represents funds directly in support of

the manned space flight program, including the

Mercury, Gemini, and Apollo projects.

The space sciences program involves some

$601 million or 16 percent. This includes

sounding rocket and Earth satellite research at

$198 million, unmanned lunar and interplan-

: etary spacecraft missions totaling $232 million,
and $123 million for developing improved

launch vehicles to fly these craft,.
In the current fiscal year, NASA will be de-

voting $115 million or 3 percent of the total

effort to developing practical applications in

space. Most of this is in two main areas: $64

million for meteorological satellites, and $48

million for perfecting communications satel-

lites. The balance is devoted to the planning of

future applications and to the screen_ngof space

technological adwtnces to identify those with

possible commercial value. The determination

of these "spin-off" or "fallout" benefits from the

research program requires a relatively small

sum because no flight hardware is involved.

The tracking of spacecraft and the acquisition
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of telemetered data are funded as a single sup-
port function for all NASA projects, since net-
work elements are used in common for many
flight missions. In 1963, this will be approxi-
mately $183 million, or 5 percent of the total
effort.

Lastly, there is an area of research and ad-
vanced teclmolog'y involving some $519 million,
or 14 percent, which supports a wide number of
fields and disciplines undergirding the entire
effort. This includes considerable sums for ad-

vanced development, in the field of nuclear
rocket systems. In addition, the major pro-
gram areas contain more than $100 million for
suppor[ing research and advanced technology
related to their projects. This includes $23 mil-

lion in manned space flight, $48 million in space
sciences, $13 million in applica_tions, and about
$25 million in tracking and data acquisition.

The preceding figures are rough approxima-
tions of the distribution of the total effort. It

is particularly significant that more thaa 90
percent of the entire $3.7 billion program is
expended through contracts or grants with non-
Federal institutions. With respect, to the con-
struction of facilities appropriation of $750
million, 95 percent goes to outside contractors.
The distribution of research, development, and
operations appropriation totaling $2,941.2 mil-
lion similarly involves 92 percent spent with in-
dustry, universities, or nonprofit institutions.
(See fig. 3-4.) Some $265 million is to be chan-
neled through universities; $100 million of this
is for research and training activities; the bal-
ance is devoted to hardware systems develop-

RD&OITOTAL$2,941.2]

"'x NASA tN-HOUS[_

/J x

Y
\ ............... /
X\ ./

Fm(_aE 3-4. Distribution of NASA funds, FY 1963.
Values in millions of dollars.

merit carried on for NASA by the California
Institute of Technology (Jet Propulsion Labo-
ratory) and by the Massachusetts Institute of
Technology. The balance, some $'252 million, is
used directly by the NASA in its own labora-
tories for the personnel and related costs of its
technical and supporting staff which has now
reached 23,700 persons and will be expanded to

about 27,000 by June 1963, the end of the cur-
rent fiscal year.

BASIC ORGANIZATIONAL CONCEPTS

Sometimes this question is asked: "Why is
NASA creating such a strong in-house staff."

Since the start of NASA in 1958, its leadership
has followed a policy of building and maintain-
ing an exceptionally strong technical compe-
tence within its own laboratories. This was a

natural outgrowth of its inheritance from its
predecessor agency, the National Advisory
Committee for Aeronautics, which had built an
enviable international reputation for research
accomplishment. NASA has felt that Govern-
ment representatives, rather than contractors,
must make the basic determinations of what is to

be done with public funds. This means attract-
ing and holding a reasonable share of the coun-
try's creative and managerial talent. It means
a career staff at ]east sufficient to accept full re-

sponsbility for any specification for the hard-
ware work done outside NASA and sufficient to

assure effective contractor performance under
such specifications.

In view of the head start the Russians had

with their own space efforts, there would not
have been time, nor would it have been desirable,
to custom build such a staff. The major portion
of NASA's present staff all came into the new
agency through provisions of law or Executive
Order effecting mass transfers of existing or-
ganizations : 8,000 employees from the National
Advisory Committee for Aeronautics; 200 from
the Vanguard Office of the Naval Research Lab-
oratory; 4,300 employees who comprised t hB
Von Braun rocket team plus 1,200 sup-
porting personnel from the Army Ballistic Mis-
sile Agency; and 2,400 contractor employees
who were engaged at a Government-owned facil-
ity, the Jet Propulsion Laboratory, in rocket
work for the Army under contract with the Cali-
fornia Institute of Technology. (See fig. 3-5.)
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FIGUIIE 3-5.--NASA personnel growth, FY 1959 to FY 1963.

The NASA leadership was obliged, therefore,
to build its staff while at the same time it had

to complete a variety of space projects initiated

by other agencies; also new projects had to be
conceived to assure much greater payoffs in later

years. This task of preparing for a race already

being run would have been impossible, except
that NASA was permitted to take over intact

as much of the existing organized aerospace

competence in Government. as could be spared
without disrupting the ballistic missile and

aerospace capability for national defense.

The organization today consists of eleven ma-

jor field centers or stations, two regional field

offices, and a Washington headquarters. As of

June 30, 1962, the staff comprised some 23,700

employees, of which 8,200 are professionally

trained scientists or engineers. The field in-

stallations arg equipped, insofar as practicable,
with the most advanced research and testing

facilities which can be designed and built today.

NASA's work in these well-equipped labora-

tories embraces research into practically every

problem of aeronautical and space flight as well

as experimentation in the sciences which under-

gird exploration of the universe. NASA feels

that it is essential to engage in a sufficient

amount of basic and applied research on an

in-house basis to keep the entire staff immedi-

ately abreast of the advancing technology.
However, the bulk of its basic research is fi-

nanced through grants or contracts to univer-

sities, just as the bulk of the applied research

or advanced technology is handled by contract

with industry or nonprofit institutions.
NASA executes its hardware development

program through a series of "projects," cur-

rently over 40 in number. These would be

roughly equivalent to a "weapons system" in

the Department of Defense. Some are very

extensive projects like the Advanced Saturn
C-5 launch vehicle which will launch the three-

man Apollo capsule toward the Moon; other

projects have multiple flights such as the Ranger
moon series or Mariner II, now well on its way

toward a close fly-by inspection of the planet
Venus in December 1962. Other projects are

more modest, like Project Ariel, which was a

recent single flight carrying British space ex-

periments on a Thor-Delta vehicle into orbit for

our first cooperative international satellite.

The NASA systems management staffs at the
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operating level are assigned to research and

development field centers. Although an in-

creasing proportion of such staffs are devoting

their full time to engineering development,

their ready access to research colleagues in the

laboratories is invaluable. Their prime efforts,

however, are directed to the technical super-
vision and evaluation of the work placed on

contract with industrial concerns and, to a lesser

extent, with nonprofit institutions and
universities.

THE FIELD ORGANIZATION

The NASA field installations are located at

various points widespread across the country.

(See fig. 3-6.) Most of the NASA field instal-

lations are multipurpose in that they contain

capabilities which feed into many areas of aero-
nautics and space t_hnology. Some centers_

like Langley and Ames, are more heavily en-

gaged in working on research problems rather
than on development projects; others, like the

Marshall Center or the Manned Spacecraft

SPACE EXPLORATION

Center in Houston, are primarily engineering

development teams. Each center, however, has

a primary focus in one or more substantive

areas of the NASA program, and each arranges

for extensive and close exchange of its infor-

mation with related groups in other centers.

The oldest laboratory started by the NACA,

and the second largest in NASA, is the Langley
Research Center at Hampton, Virginia, with

some 3,900 employees. Much of our research

work in aerodynamics, flight mechanics, space-

craft technology, and materials and structures

is located there; this center also handles certain

hardware development projects such as the

Scout launch vehicle and the passive communi-
cations satellite Echo.

Just outside Washington, D.C., in Greenbelt,

Maryland is the Goddard Space Flight Center.

This laboratory was started by NASA in 1958

and houses NASA's principal research and

development enterprises in sounding rockets and

earth satellites; it also is the nerve center for

tracking computation for all NASA Earth
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FIG_ 3-6.--NASA installations.
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satellites, including Project Mercury. It now

has about 2,600 employees.
In Cleveland, Ohio, is the. Lewis Research

Center, with a staff of some 3,800, where the

bulk of the work on space propulsion systems

(chemical, electric, and nuclear) is concen-
trated. This center was" recently assigned the

management of the Centaur vehicle develop-
ment which is the first launch vehicle with up-

per stages designed to use hydrogen fuel.
In Huntsville, Alabama, is our largest instal-

lation, the Marshall Space Flight Center. It

has a staff of 6,400 people engaged in develop-

ing large launch vehicles like the Saturn and the
Advanced Saturn needed to complete the

manned lunar landing mission. This center is

closely linked geographically with three other

NASA sites. Near New Orleans, Louisiana, is
a Marshall "annex" called the Michoud facility,

a Government-owned ordnance plant, now con-

verted to fabricate the first or bottom stages of

the Saturn and Advanced Saturn launch ve-

hicles. These are being built by private con-

tractors (Chrysler Corporation and The Boeing

Company) under monitoring by the Marshall

Center team. Thirty-five miles away is the

Mississippi Test Facility. Here, in 1965,

NASA will begin static testing of the various

stages of these large launch vehicles. The two

sites were selected on deep waterways on the

Gulf Coast so that it would be a relatively easy

matter to transport these outsized stages (some

are 33 feet in diameter) by barge between the

fabrication and testing sites, and finally to the

launching sites at Cape Canaveral (fig. 3-7).

Just to the west, in Houston, Texas, is the site

of the new Manned Spacecraft Center, compris-

ing some 2,000 employees. This is the head-

quarters for the remaining flights of Project

3fercury, for engineering development and

operation of the oncoming two-man flights with

Project Gemini, and later the Project Apollo

spacecraft, required for the manned lunar

landing.
On the west coast is the Ames Research

Center, near Pale Alto, California, with 1,700

employees. It is concerned primarily with

spacecraft technolog-y, high-speed reentry re-

search, and some aeronautical research, and has

the beginnings of a modest NASA staff with

special research interests in the biosciences.

The Flight Research Center at Edwards,

California, handles research progTams involv-

ing high-speed flight. The current X-15 proj-

ect, a joint NASA-Air Force effort, is managed

and carried out by the Edwards team consist-

ing of about 550 persons.
At Pasadena, California, is the Government-

owned facility used by California Institute of

Technology in its operation of the Jet Propul-

sion Laboratory. This organization consists

now of about 3,800 persons. It is responsible

for executing NASA's principal missions in the

field of unmanned lunar and planetary missions,

such as the current Ranger and Mariner shots,

and for operating NASA's deep space tracking

network consisting of large dishes at Goldstone,

California, Woomera, Australia, and Johannes-

burg, South Africa.

NASA flight missions are launched primarily
from three locations. The most prominent is

Cape Canaveral where the Launch Operations
Center coordinates NASA activities with those

of the Air Force since both use the common fa-

cilities of the Atlantic Missile Range. The

Launch Operations Center is growing rapidly

in preparation for the much heavier manned

flight activities of Gemini and Apollo and cur-

rently has about 600 employes.

On the Virginia capes is Wallops Station. It

is equipped to launch all types of sounding
rockets as well as NASA's Scout solid-fueled

launch vehicle which can place small (i.e., 250-

pound) payloads in near-Earth orbit or be used

in atmospheric reentry experiments.

Finally, in the Far West is the NASA
Pacific Launch Operations Office. This office

handles NASA polar orbiting flights which

originate at Point Arguello, California, on the

Navy's Pacific Missile Range. This office

irecently completed, successfully, its first at-

tempted NASA launch in that area, the Thor-

Agena launching of Canada's first spacecraft,

Alouette, a swept frequency topside sounder.

Finally, NASA has two area offices which
handle on a local basis much of the NASA busi-

ness which affects contractors in a given region.

One of these is the Western Operations Office

in Santa Moniea, California, consisting of some
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Fro[_ 3-7.--Large-vehicle water transportation routes.

180 people. It performs technical liaison and

contract administration semJces at the request

of the various field centers which have placed
work with the various contractors in the West-

ern States. A similar office was recently
opened in Boston, Massachusetts. It is known

as the North Eastern Office, and starts with a

staff of some 30 people this year. Here the
functions will be similar to the Western Office

except for a special interest in developing co-

operative relationships with the various uni-

versities in the New England area as well as

with the burgeoning group of industries in that

region concerned with aerospace matters.

Backing up these NASA installations are a

host of field teams of the Department of De-

lense located in contractors' plants throughout

the country. The great bulk of the contracts

awarded by these NASA installations are
placed with the same business firms which are

heavily involved in Department of Defense

R&D contracts. Therefore, the closest coopera-
tion between DOD and NASA becomes essen-

tial. We make extensive use of the in-plant
contract administration and audit services of

the Army, Navy, and Air Force for all but a

few critical major contracts. Nonethe]es% we
feel it is our responsibility to assume the direct

contract negotiation and initial award for all

NASA work except for the procurement of

items of hardware which may be in the weapons

systems production lines and the furnishing of
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FIGURE 3-8.--NASA Headquarters organization.

certain common services. As a result, NASA

awards about 75 percent of its business directly ;

the rest. is handled through the DOD.

CURRENT HEADQUARTERS ORGANIZATION

STRUCTURE

Through experience gained over the. last 4

years, NASA has made gradual improvements
in its headquarters organizational structure to

carry out these flight development projects and

the necessary supporting research and advanced

technology.

The top direction of NASA's affairs is vested

in a three-man team which collectively assumes

responsibility for the major technical, man-

agerial, or contractual decisions undertaken by

the space agency. (See fig. 3-8.) The Ad-

ministrator, Mr. James E. Webb, and the

Deputy Administrator, Dr. Hugh L. Dryden,

are Presidential appointees. The third mem-

ber is the Associate Administrator, Dr. Robert

C. Seamans, the agency's "genera] manager,"

who sees that the entire program is imple-

mented. He is assisted by two Deputy As-

sociate Administrators (not shown in this

simplified figure) and by two staff resources,

the Office of Programs and the Office of Ad-

ministration. The Office of Programs is the

agency's "budget office" which coordinates all

resource programing for short-term or inter-

mediate periods. (The longer range planning

is handled by an Office of Plans and Program

Evaluation, which reports directly to the Ad-

ministrator.) The Office of Programs also has

special staffs in the fields of management re-

porting, facilities coordination, and reliability

and quality assurance procedures. The Office
of Administration oversees the development

and execution of agency-wide policies in pro-
curement, personnel administration, financial

management_ security, management analysis,

audit, and inspection services.

At Headquarters there are four technical

program offices in the fields of Space Sciences,

Applications, Advanced Research and Tech-

nology, and Manned Space Flight. In addi-
tion, a technical support office handles all

Tracking and Data Acquisition systems. These

five directors have been given technical and

budgetary control over project resources which

they assign in turn to one or more of the NASA
field centers for execution. (See fig. 3-9.)

Each program office is staffed with highly com-

petent engineers and scientists to program the

overall scope of the project and keep continu-

ously abreast of its scheduling, funding, and

performance requirements. Approximately
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1,600 persons are now on the Headquarters
staff.

The NASA field centers are responsible for

reporting directly to the several program
offices on the accomplishment of their assigned
projects. Each center designates a Project
Manager who has responsibility for the techni-
cal supervision of the work of the several con-
tractors, for assuring that there are adequate
systems engineering and integration of the
developed hardware, and for assuring that
schedules and cost estimates are kept as closely
as possible. The directors of the field c_nters,
however, report directly to the Office of the
Associate Administrator in all inst,itutionuI or

nonproject matters. One of the Deputy As-
sociate Administrators handles center opera-

tions for three installations primarily con-
cerned witli manned flight (i.e., Manned Space-
craft Center, Marshall Space Flight Center,
and Launch Operations Center). The other

Deputy Associate Administrator takes care of

the institutional problems for all other field
centers.

This type of organizational structure stresses

project control through one channel (the Pro-

operating organization.

gram Offices) and overall institutional account-
ability through another channel (the Office of
the Associate Administrator). A matrixed
organization of this type is not unique to
NASA, This type organization was introduced
by the necessity for organizing functionally the
technical skills involved and at the same time

providing a project overlay with the necessary
responsibility to integrate these skills so that a
most complicated systems development is com-
pleted well, on schedule, and within the budget.

RELATIONSHIPSWITH UNIVERSITIES

An additional word of explanation may be
useful in describing how university groups deal
with this NASA organizational structure. The
Office of Space Sciences has the main leadership
role. (See fig. 3-10.) This Program Office
has been organized under the direction of Dr.
Homer A. Newell, a physicist and long-time
researcher in space; his Deputy, Mr. Edgar

Cortright, is an engineer who oversees the many
hardware development projects which under-
gird the Space Science program. They are.
assisted by six divisions. There is an Office
of Grants and Research Contracts and a central
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Office for Program Review and Resources Man-

agement. Four of these are directly respon-

sible for program management in the areas of

Geophysics and Astronomy, Lunar and Plane-

tary, Launch Vehicles and Propulsion, and Bio-
sciences.

As previously indicated, each of the Program
Offices has funds to conduct studies of advanced

engineering development on problems which are

related to their program missions. However,
the main core for advanced research and tech-

nology is a separate Program Office under the

leadership of Dr. Raymond Bisplinghoff who

recently came to NASA from a distinguished
professorship at Massachusetts Institute of

Technology. (See fig. 3-11.) This Office of
Advanced Research and Technology serves as a

focal point in NASA for collecting information

concerning all research undertaken in-house or

by contract with NASA funds; it reviews these
research operations to assure that there is ade-

quate coverage of the main problem areas and

minimum duplication of effort. The main

block of advance technology funds, however, is
administered by the Office of Advanced

Research and Technology either directly by con-

tracts from Headquarters, or by allotment of

funds to field centers so that they in turn may
contract with the responsible outside institu-

tion. The internal organization of the Office of

Advanced Research and Technology follows, in

general, a systems breakdown. In addition to

an overall Office of Program Review and Res-

ources Management, there are six technical pro-

gram divisions: Space Vehicles, Nuclear Sys-

tems, Aeronautical Research, Propulsion and

Power Generation, Electronics and Control, and

Biotechnology and Human Research. A sev-
enth technical division deals with basic research

which does not fit clearly into one of the above

categories. Finally, the Office of Advanced

Research and Technology has responsibility

for hardware development projects in the

nuclear fields, and for this purpose operates a

joint AEC-NASA office known as the Space

Nuclear Propulsion Office.

STAFFING PATTERNS

The combination of skills represented on the

NASA staff is probably similar to that develop-

ing in parts of the aerospace industry which

specialize in space technology. (See fig. 3-12.)

Over one-third of the NASA personnel are pro-

fessional scientists and engineers. About three

scientists for every seven engineers make up this

group.
Another third are skilled craftsmen and

research mechanics. These are known as Wage

Board employees, since they are paid wages

annually revised to reflect prevailing locality
rates.
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Another group, approximately one-eighth of

the NASA staff, is composed of nondegree

engineering and scientific technicians. These

technicians work closely with the professional

staff, often make a comparable contribution, and

certainly help to extend the utilization of scarce

engineering manpower. The difficulty here is
that well-trained technicians in this field are

scarcer than engineers.

A fourth group, accounting for one-sixth of

the staff, consists of clerical and secretarial per-

sonnel. In the smallest of the groups, some one-

sixteenth of the total staff, are the personnel

who are professional or executive specialists in

management, law, library science, technical edit-

ing, contract negotiation, finance, personnel

management, and the like.

Because of NASA's specialized requirements,

the Civil Service Commission has given the

NASA special authority to examine and qualify

engineering and scientific candidates for some

80 types of professional work included in an

Aero-Space Technology (AST) announcement.

There is also a relative scarcity of people who

have had administrative operating experience

with research and development programs.

Accordingly, the Civil Service Commission has

recently given NASA special authority to set

up AST examinations to qualify individuals

for appointment in these management areas as
well.

STAFF EXPANSION

A closing word is appropriate concerning

NASA's growth and the availability of man-

power. Earlier in this paper it was noted that

most of the present NASA staff was acquired

through the mass transfer of personnel from

existing organizations already working as teams

on space missions. However, in the past 2 years

the picture has changed to an expansion by

individual recruitment. From June 1960 to

December 1961, it was found that 60 percent of

the NASA appointees were attracted from posts

in industry; 20 percent came from other Gov-

FUNDING OF NASA

ernment agencies; and 90 percent came from

universities, mostly as newly graduated engi-

neers, scientists, and administrative specialists.

When President Kennedy set the course for

an accelerated national space effort last year, it

t)ecame necessary for the first time to launch an

active NASA recruiting drive in more than 30

major cities throughout the country. NASA's

goal was a total of '2,000 additional professional

personnel with previous R&D experience;

about 80 percent of these were to be engineers.

The national interest in the space program was

so high that this goal was achieved on schedule.

Exceptionally well-qualified people have been

acquired in practically every area of science

and en_neering. These figures were inde-

pendent of the regular visits to the univer-

sity campuses in connection with recruitment

among the graduating classes. Last year, some

800 engineers and scientists came into NASA

directly from their college work.

It is apparent, therefore, that NASA has

become a major seeker of top-flight professional

and managerial talent. The overall program

has grown twelvefold from an annual level of

$300 million to $3.7 billion within 5 fiscal years.

In this same time NASA's initial staff of 8,900

(based on NACA and Vanguard transfers) has

grown threefold to a total of 23,700; 6,000 of

these came on board within the past year. It is

evident that the further growth of NASA will

be less dramatic, but turnover and additions

will still make NASA requirements a large fac-

tor in the national manpower picture. NASA

will continue to work closely with the National
Science Foundation and with individual uni-

versities in practical plans to facilitate the

training of the necessary people for work in

space fields. For it is evident to NASA, just as

it is to the many contractors who will do 90 per-

cent of the work in this space program, that the

colleges and universities have a major role to

play in the training of the many individuals

who will be drawn into the civilian space pro-

gram in the years ahead.
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College in 1944, an A.M. degree from Columbia University in 19/+5, and a

Ph.D. degree in theoretical physics from Columbia University in 19/_. TI_

research experience ha_ been i_ the fields of nuclear physics and upper atmos-
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a postdoctoral fellow at Leiden University in The Netherlands, a member of

the Institute for Advanced Study at Princeton_ and a research associate at

the University o/ California. Tie also taught physics at Columbia, Yale,

and Cooper Union. From 1954 to 1958 he served as a consultant in n_wlear

physics to the U.S. Naval Research Eaboratory in Washington.

The success of the NASA science progTam is

entirely dependent on the full participation of

the universities, and the enlistment of univer-

sity talent in the space effort is ,_ primary

NASA objective.

The purpose of this paper is to present, some

of our experiences in the initial operation of

the Institute for Space Studies in working with

universities on the development of a program

for training and research in space physics.
First, some brief comments should be made

concerning the context in which the scientific

objectives of the space program should be con-

sidered. The program is too new to make a full

assessment of its impact, but some elements of

its basic structure are already clear. It is a

program of research and exploration which

produces scientifically valuable results, practi-

cal applications, and indirect technological
benefits. These constitute an immediate and

tangible return that repays the cost of the

program.

In addition to this relatively direct return,

there is also the benefit of the general stimulus

which our society derives from the exploration

of new territories and the ability to make a new

attack on old problems.

We must go back nearly 500 years to the

maritime explorations of the late 15th century

to find a phenomenon comparable in this re-

spect to what we are witnessing now. Those

earlier explorations extended the horizons of

the times in a literal sense, but even more im-
portant, by opening up new possibilities, they

forced people out of their established patterns

of thought. They produced an intellectual fer-

ment and interest in new ideas necessary for

the scientific revolution and for the political

and social advances of the 18th century. Just

as these earlier explorations were the most im-

portant event of the time, the new wave of

exploration will be the significant event of this

century.

These are the general and indirect conse-

quences of the space program on our intellec-
tual life.

The specific applications of the space effort

to scientific investigations amount to only a

small part of the cost of the program, but they

are extremely important, because out of them

a667_5o--49_ 41



DEVELOPING SKILLS FOR RESEARCH IN SPACE SCIENCES

comes the understanding of the laws which

govern our physical environment--the under-

standing which can determine the circum-
stances of our lives today and which will condi-

tion our achievements in the future.

The history of science demonstrates that we

need not expect a long wait before the results of

space research play a role in our lives. The
interval between basic discoveries and their ap-

plications to practical affairs has decreased

steadily during the course, of the scientific
revolution. The lag was 37 years from Max-

well's publication of the laws of the electro-

magnetic field in 1864 to the first radio experi-

ments by Marconi, 10 years from the discovery
of the neutron in 1932 to the first nuclear reac_

tion, and 6 years from the invention of the tran-
sistor in I948 to the first transistorized ampli-

fier on the market. Based on this record, some

of the important discoveries and advances of

space science should feed back into our lives
within the decade.

Consider the following examples of basic and

applied investigations in science which have a

special interest, in that they are of overwhelm-

ing importance and at the same time cannot in

any way be conducted from the ground.

First, one of the fundamental problems in the

realm of pure science relates to the structure of

the universe in the large--the cosmic abun-

dances of the elements, the evolution of stars and

galaxies, the formation of the sun and planets--

how we came to be here in the physical sense.

All the information we have about" the world

around us on a large scale comes in the form of

light radiated from the surfaces of these bodies,

which penetrates through the atmosphere to

reach telescopes at the surface of the earth.

Most of this starlight is absorbed in the

atmosphere of the earth, and only a small frac-

tion reaches telescopes on the surface. Now,

for the first time, we have the ability to place

a telescope in orbit above the atmosphere and

expand our knowledge of the full breadth of

the spectrum of electromagqmtic waves_ incalcu-

lably increasing our understanding of our place

in the universe. This may be the greatest con-

tribution which the space program can make to

pure science in this decade.

A second major field of space research is the

weather, a matter of great scientific interest

and practical importance. At present., meteor-

ology is largely concerned with the prediction
of the course of weather activity from day to

day on the basis of immediately preceding ob-

servations. The prediction is hampered, how-

ever, by the existence of large blank areas in the

global weather map_the poles, the major

deserts, and the southern oceans---in which
storms can brew undetected for days before

passing out over inhabited areas. Satellites

can tremendously strengthen the hand of the

meteorologist by providing continuous global

coverage; six Tiros satellites have already been

launched by NASA to provide pictures of

cloud cover, as the first step toward the achieve-

ment of this objective.
The Tiros satellites also contain a tiny instru-

ment known as an infrared detector, which may

be the progenitor of even more significant de-

velopments than cloud-cover photography in

the long run. The infrared detector measures
the heat radiated from the surface and atmos-

phere of the earth. If this information is com-
bined with other factors, it indicates the bal-

ance of energy in various regions of the

atmosphere; this difference in energy provides

the driving forces for weather activity. When
we measure the atmospheric energy balance
with the aid of satellites we learn some of the

causes of weather; this may lead to the break-

through from 24-hour predictions to forecasts

of a week or longer.

These are examples of the major lines of

basic scientific inquiry in the space program

and the problems which provide the motivation

for space projects. In the physical sciences
the problems of space science include a broad

area cutting across the traditional boundaries

of physics, astronomy, and the earth sciences.

Although they involve many questions in

physical science, nonetheless most of the mat-

ters under investigation by space flight

vehicles may be grouped around a relatively

small number of central problems:

First, problems relating to the structures of

stars and galaxies: stellar evolution, nucleo-

synthesis, the cosmic abundances of the ele-

ments.
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Second, the origin and evolution of the solar

system, the formation of the sun and planets,
and the subsequent history of planetary bodies.

Third, tile control exercised by the sun over
the atmosphere of the earth, the structure of the
upper atmosphere, and the causes of weather
activity in the lower atmosphere.

In these areas space research makes specific
and unique contributions to basis scientific

problems. But beyond these questions, the
space program has begun to exercise a most
important influence on the physical sciences in
a general sense, an influence which may have a
profound impact or university training in
science.

The deeper significance of the space program
may lie in its unifying effect, in its tendency to
bring together areas of astronomy, physics, and
the earth sciences which were split apart several
hundred years ago in the first flourishing of
modern science. The reunification of these

fields marks a renaissance of natural philoso-
phy--a return to the earlier tradition of science

as a general inquiry into the nature of the ex-
ternal physical world. The developments, at
lease in this area, may mark a turning away
from the increasing degree of specialization
which has characterized science in the last
decades.

We can already see some of these effects in
the viewpoint and range of interests of the
people who are engaged in research in this field.
In the Institute for Space Studies we have
drawn together under one roof scientists with
widely different backgrounds--from nuclear

physics, geophysics, astronomy, and applied
mathematics--but all are motivated by a strong
desire to inquire into the nature of the stars,
the planets, and the universe in the large. This
breadth of interests is a very important element

of our work. Contact with this variety of new

problems has provided a strong stimulus to
those of us already engaged in space science

and has greatly broadened our horizons.

The success of the NASA science program
now depends on its ab-_lity to arouse the interest

of the general university community in these

problems and on its ability to draw the rich

concentratiou of university scientific talent into
its activities.

The most. important group to reach in this
connection are the students, because they will
proyide the ideas and energy in the coming
years of the space science program as it reaches
its full development.

For this reason the Institute for Space

Studies was established by NASA as a Govern-
ment office in the New York area, with the
primary objective of carrying out its research
in the closest possible cooperation with the
faculties and student bodies of the universities

in that neighborhood, and with the aim of inter-
esting them in problems of space research and
enlisting their participation in future work in

this field. These university associations have,
in fact, turned out to be an invaluable and es-

sential element of our program.
There are some specific results of our experi-

ence in the first year of developing these in-

formal cooperative programs of training and
research. We find, for example, that although
astronomy and the earth sciences are our main
lines of research, nonetheless, it is the physics
departments which provide the principal res-
ervoir of students for our research, in part

because they are generally larger than depart-
ments of astronomy or earth sciences, but also
because they emphasize the basic courses which
are needed for all work in this field.

We have, therefore, with the friendly co-
operation of nearby universities, developed and
introduced into physics curriculums courses
such as stellar structure. These are presented
from the viewpoint of the physicist more than
from the viewpoint of the astronomer and are
aimed at stimulating the interest of physics stu-

dents in astrophysical problems. At the same
time we have been able to introduce into the cur-

riculums of some earth science departments
courses in atmospheric physics which stress
basic physics more than similar courses in those
fields.

Our main effort has been to encourage a kind

of instruction and an atmosphere in which there

is a crossing of problems and techniques in fields

which are basic to space science. This mixing
of interests has been beneficial because it ac-

quaints graduate students in physics with some
important areas of rese_ch which do not re-
ceive much attention in the curriculums of

43



DEVELOPING SKILLS FOR RESEARCH IN SPACE SCIENCES

plwsics departments at present, while at the
same time it strengthens the basic theoretical

training of graduate students in other fields.
We have found that this can be done even

at the undergraduate level. In the Summer In-
stitute in Space Physics, an NASA sponsored
course at Columbia Universitry during the sum-
mer of 1962, 60 college juniors and seniors
chosen from a field of 360 applicants took a
course of lectures in which physics, astronomy,
and the earth sciences were synthesized into a
unified description of t_he areas of physical sci-

ence which play an important role in space
research. These students were, for the most

part, trained in physics or mathematics; yet,
they became extremely interested in the central
problems of astronomy and the earth sciences,

although they were almost entirely un-
acquainted with these fields before they attended
the summer course. At the end of that 6-week

session, they had acquired a knowledge of sev-
eral important fields in theoretical physics, in-

cluding radiative transfer, convection_ nucleo-
synthesis, and plasma physics; they also had
acquired a deep fascination with the application
of these specific disciplines to the real physical
world of astronomy and the earth sciences.

A great deal can be done in working with
undergraduates along these lines. In fact, it
is especially important to reach talented stu-
dents at this early level, before they enter grad-
uate school and become committed to other

fields, if the universities are to draw on the best
stratum of student talent for space research

training.
In our first year of activity in the Institute

there has been a very encouraging development

of student interest in space problems; this in-
terest has apparently come about largely as a
result of the offering of such courses. We now
have working with us a substantial group of
graduate students who hope to do rese,_rch on
thesis problems under the supervision of mem-

bers of the Institute staff with university

appointments.
At the faculty level, a substantial number of

phyicists and astronomers from universities in
the New York area visit the Institute each week

to work on problems in our area of interest.

The result is a flow of energy and ideas in both

directions which is highly beneficial to our part
of the NASA program and to the universities
as well.

I have stressed the value of an interdiscipli-

nary point of view in the training of students

for research in space science. There have been
suggestions that the interdisciplinary viewpob,t
could be extended and strengthened by the
creation of new departments in space physics,
which would embrace areas of astronomy and
the earth sciences.

In my view the creation of such departments
would be a serious mistake in any institution in
which the traditional subjects are taught, and

taught well, by the existing departments; the
reason is that to do good work in space science
the student must first master the basic disci-

plines, with emphasis on a central core of

courses in physics, supplemented by a distribu-
tion of courses between astronomy and the earth
sciences. A new department in space science

would have to develop a curriculum covering
the same ground in these traditional subjects,
at best a duplication of the existing courses, and
perhaps at not as good a level of instruction.
The general effect certainly would be duplica-

tory and divisive rather than unifying.
Interdepartmental committees, without ad-

missions responsibility , are very useful, because
they provide a focus for faculty interests in
space physics and a source of advice for students
in the choice of their courses and research proj-
ects. With some degree of accommodation

on the part of the departments involved, such a
committee should be able to develop a sequence
of courses, for the student seeking the Ph.D.

degree under its guidance, which stresses
physics but also covers sufficient material in
other fields to satisfy the course requirements
for the Ph.D. degree in the department in

which he is registered.
This could also be done with great value, per-

haps even more value, at the undergraduate
level. A major can be created in space physics,

with emphasis on the traditional courses in

physics, but with a requirement for some
courses in astronomy and the earth sciences.

The courses in astronomy and the earth sciences

would have to be developed specially for the

purpose, and presented with less emphasis on
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the observational and descriptive elements

which tend to dominate the introductory ap-
proach to those subjects. This can be done--

we made an approach to it in the Summer In-
stitute-and, if it is done, it will produce a
scientifically better educated person, not lack-
ing in the essential disciplines, but having a
broad point of view ; therefore, he will be better

able to understand the meaning of science in
the deepest cultural sense and to appreciate that
the physical sciences are not a collection of ex-

perimental and problem-solving techniques for
narrow application but are the codification of

a rich variety of human experiences regarding
the external physical world--not opposed to the
humanities but a part of them. If the univer-
sities develop this sort of training, they will
benefit from a truly unifying and stimulating

effect on science instruction, while, at the same
time, they will have provided the strongest pos-
sible kind of support for the future develop-
ment of space science.
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Introduction
By Raymond L. Bisplinghoff

The object of this plenary session is to ex-
amine the impact of our space program on the
universities. In order to stimulate thinking

along these lines, three papers will be presented,
each of which will cover a different, f_et of the

broad subject. The subject of paper 5 by Dr.
T. L. K. Smull is "NASA-University Rela-
tionships." This paper will present statements
on NASA's broad philosophy concerning its

partnership role with the university community,
as well as some eminently practical advice on
how the universities can conduct their business
with NASA.

The topic of paper 6 by Dr. Homer Newell is
'qVhat We Have Learned and Hope to Learn

From Space Exploration." He will discuss in
detail some of the intensely interesting scien-
tific developments which are unfolding in our
space program. Finally, paper 7 is entitled
"Response From the University Viewpoint" by
Dr. George Wells Beadle, President of the Uni-

versity of Chicago.
Since the early days of Sputnik, universities

and educational processes have often been the
object of various kinds of criticism: sometimes
for not producing enough scientists or engi-
neers; at other times for producing too many
barbaric technicians in response to a material-
istic society. I doubt that it makes sense to
assume that because we are passing through
difficult times our educational system, which

is the product of continuous evolution over

many years and reflects our society, is poorly
conceived. It seems to me that its true strength

lies more in its capacity to evolve, to lead, and

to adjust than in its curriculum content, or

organizational structure at any given time.
When one reflects on how many people
are now familiar with scientific ideas and

techniques which were only a short time ago
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reserved for a privileged few, the adaptability
of our educational process appears to be little
short of remarkable. After all, it has been less
than 150 years since the President of the Royal
Society of England considered that it would
be disastrous if the lower classes could read.

There have indeed been many challenges to
education since that time and many adjust-
ments have been made. One of these was the

industrial revolution which spawned engineer-
ing education in the latter half of the nineteenth
century. Another has been the explosion in
science and technology since World War II and
the creation of a large national space program.
An example of a major evolution demanded in

this latter period is the intensified activity of

graduate education. Large-scale programs of

university research and their close correlation
with graduate education are post World War II

phenomena. Although fundamental research

was always a part of institutions of higher

learning, it is only in the past 15 years that this

•ctivity has become a major item in university

budgets. It is now considered a primary re-

sponsibility of a university to encourage re-
search of a fundamental character, a responsi-

bility which must be discharged with vigor if a

university is to serve properly the community
and its students. Effective graduate education,

especially in science and engineering, rests
squarely on university research since a large

part of a graduate student's experience must be
devoted to research. One of the characteristics

of the NASA university program is recognition

of this immutable coupling between graduate

education and research. This plenary session

has as its objective the examination of this and

other challenges which are evolving from the

impact of our space program on the universities.





5.NASA-UniversityRelationships
By Thomas L. K. Smull
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The current missions of NASA, a statement

of its future goals, and outlines of the organi-

zation and financing of what is the largest,

most complex scientific endeavor that has ever

been undertaken in this cotmtry and possibly

in the world have been discussed in preceding

papers. The exploration of space is a national

program, and if we are to achieve the goals
that have been established for the Nation, it

will require the best efforts, in unison, of the

Nation's universities, our tremendous indus-

trial complex, and many branches of the

Federal Government, along with NASA.

Measured dollarwise, the involvement of th6

universities in the NASA program may appear

to be comparatively small, but in importance

there is little doubt that the program could

not be successfully accomplished at all without

the whole-hearted cooperation of the Nation's

universities, first in supplying the creative
ideas upon which much of the program is based,

and second in developing the scientific and

technical manpower that will be required for

the successful conduct of the pro_oTam.

That the universities are deeply involved in

the space program is evidenced by the numerous

university activities which are in many cases

being supported by NASA as well as by other

scientific agencies of the Government. The uni-

versities are involved in a broad spectrum of

research activity that is of critical importance

to the program, from the long-range basic re-

search investigations underway in many uni-

versity laboratories to the investigations of a

m(_re applied nature, the solutions to which will

be helpful in more immediate problems. While,

by far, the greater number of university per-
sonnel engaged in these _ctivities are carrying

on their work entirely within the university,

there are a number of instances where university

personnel are engaged in much more complex

and expensive research which requires that their

instrumentation be flown on spacecraft. NASA

supports this activity through grants and r6-
search contracts.

In carrying out these activities, NASA has

become painfully aware of a shortage of work-

ing space confronting many universities if they
are to achieve their potential in contributing to

the space program. Recent ly_ NASA has begun

to make grants to universities to permit them to

acquire the additional facilities that may be

necessary to achieve this potential. Probably

the most important contribution of the univer-
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sities to this program is the production of the
requisite scientific and technical manpower.

With NASA's present budget being approxi-
mately one-quarter of the Federal Govern-
ment's research and development budget, it is
quite evident that it is NASA_'s responsibility

to take steps to encourage the training of the
additional manpower that will be required in

the next decade if NASA is to achieve its objec-
tives within the time scale that has been laid
down. It was with this in mind that NASA

initiated, in the spring of 1962, a program of
predoctoral training grants. NASA has also
been giving consideration to what other activi-
ties in this general area would be appropriate.

In addition to these activities, which are gen-
eral and widespread, there is a whole panorama
of additional problems and opportunities re-
lated directly to the problems and activities of
the NASA centers. Among this type of activity
are graduate courses provided for NASA center
personnel and cooperative work-study pro-
grams. The needs and requirements of our cen-

ters vary and universities interested in assisting
in the educational problems of one of the NASA
centers should contact the center directly.

The NASA program, the evaluation .by the
NA_SA staff of the state of science and tech-

nology with which we are concerned, and the
prime scientific and technical problems that
must be mastered will be discussed in subsequent
papers. The purpose of this paper is to review
the basic policies that have been established by

NASA for its dealing with universities and,
where applicable, to discuss procedures that will
permit the orderly and effective carrying out
of this relationship.

First, it should be pointed out that the Office
of Grants and Research Contracts was estab-

lished to provide a central point in NASA for

initiating and coordinating relationships be-
tween NASA and nonprofit scientific and edu-
cational institutions. Although organization-
ally located within the Office of Space Sciences,
its responsibilities are agency wide and it serves
all the program offices in like manner. It is the
responsibility of this office to develop the pol-

icies and procedures for NASA's dealings with
nonprofit scientific and educational institutions.

It is further charged with the responsibility of
NASA cataloging and insuring the proper
handlng of all proposals submitted to NASA
by nonprofit scientific and educational institu-
tions, and all unsolicited proposals from other
sources.

Within the past year NASA has initiated
the "Sustaining University Program" and the
responsibility for the development and adminis-
tration of this program also is in this office.
This program will be discussed subsequently.
Figure 5-1 is a schematic drawing of the role of
the Office of Grants and Research Contracts

within the NASA organization.
The basic principle of all NASA policy re-

garding its relationships with universities is
that NASA wishes to work within the structure

of the universities in a way that will strengthen
the university and at the same time make it pos-
sible for NASA to accomplish its mission.

While we are anxious to reap the benefits of the
research potential in the universities we want
to support research in the traditional atmos-

phere of instruction and learning from research
that results from keeping the research activity

l_Q_ra_ 5--1.--NASA-university relationshlp¢
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surrounded by students. For example, we are
not interested in the creation of institutes that

tend to draw university faculties away from the
educational aspects of their research. The uni-

versity is the only segment of the team under-
taking the space program that produces man-
power. The other two partners in this enter-
prise--industry and government--only consume
manpower. Accordingly, NASA hopes to con-
duct its joint, activities in a manner that will

preserve and strengthen the universities educa-
tional role. This basic policy is interwoven in

the policies and procedures of NASA support
of research, facilities, and training.

Since the organization of the NASA a little
over 4 years ago, the support of project research
in the universities has grown steadily. In fact,
it has doubled each year and according to pres-
ent estimates, it will probably more than double

in fiscal year 1963. Proposals that are prepared
to cover the investigation of a single problem
or several closely related problems associated
with some concept or phenomenon, research on
which the proposer feels will be of interest to

NASA, are, in general what is referred to as
project-type research. These proposals are re-
viewed and those that show a degree of imagina-

tion and uniqueness and whose satisfactory
completion, based on, among other things, an
estimate of the investigator's ability, would

offer a contribution to the program, are sup-
ported. This could be called the conventional
support of research and represents by far the
major portion of the activity. Of the more than
$40 million that was committed for university
activity during the past year, over $30 million
was for the support of this project type of re-

search activity. The balance of these funds
went into the initiation of the training grant

program, the research facilities program, and
some special purpose research grants that will

be discussed subsequently.
It should not be necessary to go into detail as

to what constitutes a satisfactory proposal, in-

asmuch as this system has been practiced for

the past 20 years, other than to say that NASA
has no set form for the submission of a proposal

and to outline the basic ingredients for the pro-

posal to receive consideration: the problem to
be studied should be stated; the manner in which

the investigator proposes to attack the problem
should be delineated; some indication of the ex-
pected results is desirable; and a budget should

be included that concisely sets forth the antici-
pated level of effort, the expenditures that will
be required for salaries, equipment, travel, in-
cidentals, and the ever-present but. grossly mis-
lmderstood overhead.

Once the proposal has been prepared, it
should be submitted to the Office of Grants and

Research Contracts, NASA, Washington 25,
D.C. Then the review process begins. De-

pending upon the nature of the proposal and
the subject matter involved, any one of a num-
ber of different procedures may take place. Re-
view is accomplished in a large measure by
NASA scientists located at headquarters and

at the centers. There are, however, many pro-
posals that may be reviewed by consultants or
scientific advisory groups. This review process
requires, as a very minimum, about 2 months;
accordingly a review time of 3 months is con-
sidered reasonable. However, there are cases
where the review takes longer; sometimes our

rapidly growing organization is unable to re-
act effectively to a growing workload and some-
times the lag is caused by influences over which
we have no control, such as legislative delays in

making appropriations. The latter occurred
this year, when the fiscal year was nearly
one-third past before NASA's appropriation
measure was enacted and signed. It is, there-

fore, suggested that follow-ups and inquiries not
be initiated until 3 months after a proposal has
been submitted.

Upon completion of the review the proposer
will be notified regarding acceptance or rejec-

tion of the proposal. In the case of rejection,

effort is made to advise the proposer of the basis
on which the proposal has not been accepted.

The majority of the rejections are based on fis-
cal limitations or on the fact that the research

proposed is of interest but is not sufficiently dif-
ferent from similar research already underway.

Some of the proposals are rejected because they

are inferior. However, this comprises only a

small number of the proposals that are rejected.

In general, for every five proposals currently

being received, NASA supports one, two more
are of sufficient interest to be supported if ad-
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ditional funds were available, one would repre-
sent interesting work that is so closely related
to work already underway that we would have
to classify it as unnecessary duplication in our
program, and one is substandard.

For those research proposals that NASA
chooses to support, the grant is the basic docu-
ment used. It in large measure places the re-
sponsibility for the conduct of the investigation
in the hands of the principal investigator; he
is in the best position to determine the direction
the research should take during the course of
the investigation. Many of the details and

policies relating to the grant itself are con-
tained in the brochure, "Grants and Research
Contracts, Program, Policy, Practices, and
Procedures," which may be obtained from the
Office of Grants and Research Contracts. In

the present paper only a few of the highlights
regarding the grant instrument will be dis-
cussed.

It is hoped that research grants will produce
information that merits publication, and the in-

vestigator is urged to publish in the medium of
lns choice. NASA also publishes papers and

we will be glad to consider for publication as
NASA reports the results of investigations car-
ried on under our sponsorship. In some in-
stances NASA will publish material from

sponsored research that may have been pub-
lished elsewhere.

Research equipment required for the conduct
of research is allowable under the grant and
title to the equipment usually remains with the
university. The only requirement is that the
NASA be advised when research equipment
costing more than $1,000 is purchased.

The reporting requirements under grants are
simple. A report describing the status of the
investigation is required on a semiannual basis.

These reports may be letter reports, de_ribing
the activity that has been carried on and the

plans for the immediate future. Also, a semi-

annual report of the expenditures under the

grant is required. Upon completion of the in-

vestigation, a detailed report is required; how-
ever, publication of information obtained under

the grant may serve as all or part of this report.

The requested number of copies of all reports

submitted under grants is 95.

It has been NASA's policy since its begin-
ning to pay full indirect costs as determined
from the principles set forth in the Bureau of

the Budget Circular A-21. An arbitrary
limitation is considered inequitable. However,
NASA is required at present, by law, to limit
the reimbursement of indirect costs to 25 per-

cent, based on direct costs, even though the uni-
versity overhead determined by Circular A-21
may be in excess of this amount.

NASA supports some activities in universi-

ties by research contract but these largely fall
in the category of activities that may border on
development and require something to be de-
livered someplace at a given specified time.
An example of this type of activity is the flight
instrument that may be required in connection
with a university investigator's experiment
that must go into a satellite package. Al-
though NASA is not restricted to the use of the
grant instrument for the support of research
as are some other Government agencies, NASA

will continue to use this type of instrument
where it feels it is appropriate even though
there may be some question regarding the over-
head limitation.

When the decision was made, a little over a
year ago, to expand and accelerate the space
program and to make the landing of an Ameri-
can on the moon within this decade a national

goal, it became immediately apparent that our
existing sponsored research program alone
would not utilize fully the ability of our uni-
versities to help preserve and advance the role

of the United States as a world leader in space
science and technology. Accordingly, what is
termed the Sustaining University Program was
initiated within the Office of Grants and Re-

search Contracts to enlarge significantly the
university participation in space science and
technology and complement the expanded re-

search activity of NASA. Only through an

accelerated program of NASA oriented univer-

sity support could we expect that the supply
of scientific and technical talent and the devel-

opment of significant research activity could

keep pace with the demands of the rapidly ex-

panding space program.

The Sustaining University Program is com-
prised of training grants, facilities grants, some
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special purpose research grants, and a planned,
coordinated effort of institutional liaison to
establish and maintain direct scientist-to-scien-
tist communication between NASA and the

university research community. The purpose
and scope of the Sustaining University Program
are as follows:

To augm.ent and complement sponso'red re-
search anal in-hou._e activities in support o/
NASA's m lssion by
• TRAININ(_ GRX_TS--which increase the

future supply of scientists and engi-
neers required in space-related science
and technology.

• FACILITIES GRA_TS--which help univer-
sities provide facilities urgently needed
for space research.

• RESF.AaCHGaANTS--Which strengthen the
universities and enable them to increase.

their role in support of NASA's pro-
gram through encouragement of crea-
tive multidisciplinary investigations,
development of new capabilities, con-
solidation of activities, and stabiliza-

tion of funding.
As is well know, there is and will be a shortage

of highly trained scientific and technical man-
power required to carry out this mission. It has
been estimated that by 1970 one-fourth of the
Nation's scientific and engineering manpower
will be engaged in space activity. NASA has
felt a strong responsibility to stimulate the
training of the personnel that will be required
to calTy out, the space program. It is for this
reason that this past spring a program of train-
ing grants was initiated. This program is not
only designed to accelerate the production of
Ph. D. degrees in science and technology, but is

also structured in a manner aimed to strengthen

the universities' graduate capabilities. The

various features of these training grants are as
follows:

Grant to university supporting predoctoral
training

University selects trainees

Awards may be for 3 years

University reviews trainees qualifications
annually

Recipients should be U.S. Citizens

Stipend of $2,400 to $8,400 per year

University reimbursed for reason able train-

ing expenses
Although the first trainees under this program

have just entered school this fall, the response
to this program by the universities has been
gratifying. The initial program involved 10
trainees each at 10 universities. Plans are to

make grants to a substantially larger number
of universities by the first of the year that will
permit, the entrance of an additional 600 to 750
students in this program during the next aca-

demic year.
The only problem we have had, and it is a

minor one, has been in connection with the
understanding on the part of the university of
what is meant by an institutional allowance.
Other Government programs have chosen to
allow the universities a fixed amount per stu-
dent. It has been our feeling that this may
differ from university to university and for this

reason, at least at this stage of the program, we
have chosen to negotiate the amount of the in-
stitutional allowance. This is not viewed as

a "cost of training" allowance as such, but
rather it is hoped that the universities will be
imaginative in applying this allowance to the
strengthening of their programs in the most
needed areas; for this reason the universities
have been asked to indicate how they intend to

use the institutional allowance. It is recognized
that these funds replace tuition and fees which

the university would have otherwise received
from the trainees. Beyond this we are inter-

ested in learning whether a university proposes
increase the staff to take care of the additional

teaching load brought on by the students,
whether they propose a modest equipment
allowance for the research the students will be

undertaking, whether they propose to use some

funds for course content improvement,, and the

like. We know that it is not possible to delineate

precisely the manner in which the institutional
allowance will be used, nor do we expect that

the funds would necessarily be expended exactly

as set forth. However, we do feel that the mere

adding up of the number of students and divid-

ing this into the university's budget to obtain

a "cost of education" fignre does not represent
to us a responsiveness on the part. of the univer-

sity to strengthen its graduate study in the
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broad areas of science and technology of interest

in the space program.
The major selection criteria utilized in deter-

mining the universities to participate in this
program are as follows:

Accreditation ratings of the university
Resources--laboratories, equipment, li-

brary, faculty, and so forth
Previous and current efforts in planning

and development of research activities
in the space sciences

Suitability of disciplines in which trainee-
ships are requested and the university's
research record in these disciplines

I_ocation of university and extent to which
its re, on is adequately served with re-
spect to existing opportunities for ad-
vanced training

Need of the university for assistance in
utilizing fully its own training capabili-
ties

There are two additional NASA training
programs currently underway that are of gen-
eral interest. NASA's International Fellow-

ship Program, which involves 100 students,

provides stipends for foreign nationals that are

sponsored by their country for gr_duate and

postdoctoral study in the space sciences in a
number of American universities. The other

program involves postdoctoral studies at the
NASA centers and is called the Resident Re-

search Associateship Program. Fifty associate-
ships have been established for the current year

for study at any of six NASA centers. Both

of these programs are administered for NASA

by the National Academy of Sciences.

A second phase of the Sustaining University

Program is concerned with the research facili-

ties grants to provide reasonably adequate work-
ing space for the universities heavily engaged

in scientific and technical activities for the space

program and supported by NASA. The need

for research laboratory space in the universities

is evident; it obviously will not be possible for
the universities to undertake the work of which

they are capable and which is required if the

national goals in space are to be realized unless

their needs for working space can be satisfied.

It is through the research facilities grant pro-

gram that NASA hopes to carry out its respon-

sibility in this regard.
Research facilities grants will be made by

NASA to nonprofit institutions of higher educa-
tion, or to nonprofit organizations whose pri-
mary purpose is the conduct of scientific
research, for the purchase or construction of
additional facilities urgently needed to conduct
research in space related science and technology.
These grants will relieve the critical shortage of
facilities for groups now doing research perti-

nent to the NASA mission. Furthermore, they
will make possible the establishment and de-
velopment of new research groups with com-
binations of scientific disciplines relevant to the '
objectives of NASA.

A facilities grant will be for dollar amounts,
determined by NASA to be appropriate in each
instance, up to the full cost of the proposed
building, and may be made to a qualifying
institution for the acquisition of laboratories
and other research facilities which are devoted

primarily to research in space-related science

and technology. Alternatively, this type of
grant may be used to finance expansions of

existing accommodations.

Title to research laboratory space constructed

or purchased with NASA research and develop-
ment funds shall vest with the United States
unless the Administrator of the National

Aeronautics and Space Administration deter-

mines that the interests of the national program
of aeronautical and space activities will best be

served by vesting title in the grantee. Deter-

mination to vest title in the grantee, pursuant

to its request, will be made by the Administrator

of the National Aeronautics and Space Admin-
istration on an individual case basis at the time

the grant is made.
The major selection criteria utilized for deter-

mining the universities to participate in this

program are as follows:

Relative importance of the research to the

national space program

Demonstrable competence, past achieve-

ments, and potential future accomplish-

ment of the research groups
Commitment of the institution to work in

the space sciences
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Quality of supporting staff and facilities,

and availability of other necessary

support
Soundness of building plan and reasonable-

ness of cost

Urgency of the university's need

Several ways in which such grants may be
employed are apparent at this time. First_

they may be used in the support of broad

multidisciplinary investigations.

Another important type of this activity is the

use of the research grant, generally in some

coherent area of science, to establish new groups

where latent competence is apparent and there

is an earnest and potentially fruitful research

activity needed by NASA. Grants of this

nature are not large in monetary value and are

aimed at overcoming one of the barriers, real

or fictitious, known in the research support area

as the inability to get a grant because you have

never had a grant. Through this type of grant

it is hoped to broaden the research base and

bring selected new groups up to a level where

they may successfully compete directly for

project research support.
Still another use of the funds made available

for these special purpose grants is for grants

to tie together or coordinate related projects in

coherent areas of investigation. In some cases

adequate support of such a relatively minor
research effort lies beyond the scope of a single

project although this effort, if encouraged,

would materially increase the productivity of

the whole complex. Likewise, this type of

research grant may serve as a base for the sev-

eral minor projects whose support fluctuates in

time to lessen the impact of such fluctuations

upon the university structure.

The foregoing discussion gives a broad-brush

indication of the various types of activities

that NASA supports, namely, the support of

research by grant or contract, the bulk of which

is rproject-type research, with limited funds

being used for the more exploratory innovative

types of activity just mentioned, as well as

training grants and facilities grants.

In presenting the scope of the Sustaining

University Program, mention was made of a

planned, coordinated effort of institutional

liaison. In staffing the Office of Grants and

Research Contracts we have attempted to as-

semble a hard core of able, competent scientific

administrators. To work with this group we

would like to have a rotating group of uni-

versity scientists who, either through taking a

year's leave of absence from their university of

by means of a contract between NASA and the

university, would work with the staff to keep

our programs viable and worthwhile. We
would expect this group to spend considerable

time visiting the universities participating in

our program, exchanging ideas and informa-

tion regarding the universities' activities and

the NASA program. We have so far been

unable to initiate this activity, partially because

the Government pay scales have not been com-

petitive with those of the universities. It is

hoped that the recent raise in Government
salaries will be helpful in this regard.

Before concluding with a discussion of the

funds that NASA expects to commit to these

programs, it seems desirable to discuss in some

detail a funding mechanism that is used to give

stability to university programs that are known

to be of several years duration. This is called

step funding or forward funding and involves

an initial grant, for an investigation, of funds

that will be paid to the institution over a 3-year

period. Under this arrangement, funds in the

amount of 100 percent of the level of effort

desired are made available during the first year;

funds in the amount of two-thirds of the agreed

level of effort are programed to be paid dur-

ing the second year, and one-third of the agreed

level of effort to be paid during the third year.

When the initial grant is made, these funds are

all set aside by NASA and paid to the univer-

sity on some prescribed schedule. Then, dur-

ing the course of the investigation, NASA will

supplement the grant annually with a grant of

funds in the amount of the agreed level of

effort; these are paid in one-third increments

over a 3-year period as indicated in figure 5-2.

In this manner, the university always has funds

coming in for 2 additional years at a reduced
rate should NASA decide to withdraw its sup-

port or Congress fail to appropriate funds for

this purpose; thus, this policy permits the uni-

versity to dissipate any obligations that it may

have incurred in an orderly manner over a
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(])INITIAL GRANT _,(_,_J, SUPPLEMENTAL GRANTS

lVia_aE 5-2.--Step funding of research support in

universities.

year period. Although this type of funding is
not appropriate for all research, it is desirable
for the greater part of research activities which
NASA supports because it creates stability and
thereby increases research productivity. Every
effort is made, when appropriate, to use this
funding technique.

As mentioned previously, NASA support of
activities in the universities has approximately
doubled each year since NASA was organized.
During fiscal year 1962 some $40 million was
committed for these activities. Of this $40
million, $2 million was utilized to initiate the

training grant program ; 6½ million was used to
initiate the facilities grant program; and some
31_ million was utilized for the special purpose
research grants. The rest of the funds sup-
ported project type research.

During fiscal year 1963 the training grant
program is expected to increase greatly and $15
million has tentatively been allocated for this
purpose ; $10 million has been allocated for the

support of research facilities; approximately $5
million will be committed to the special pur-

pose research grant activity. Based on past ex-
perience, it is anticipated that an additional $40
to $70 million will come out of our program

offices for the support of project-type research
in the universities. Thus, it is expected that the
university involvement in NASA activities dur-
ing the current fiscal year will be more than
double that of FY 1962. It is extremely diffi-
cult to predict the level at which this activity
might ultimately stabilize. Obviously, it will

not double each year. ttowever, it is probable
that it will at least double again following this
year's program before the program will
stabilize.

The foregoing discussion has presented an
overall picture of the program, policies, and
procedures that have been established for the

purpose of developing a strong, mutually inter-
dependent relationship between NASA and the
universities in working to fulfill the needs for
research and scientific manpower in the Na-
tion's space program. Note that in the develop-
ing of these programs NASA has only laid
down broad guidelines for the conduct of the
programs. Furthermore, several of these pro-
grams represent the most liberal approach that

tJmt the Government has ever made in seeking

to work with universities to carry out its
mission. It is our belief that within the univer-

sities rests the competence, imagination, leader-

ship, and integrity that is essential for the con-
duct of the activities of mutual interest. As

long as universities demonstrate that they are

able to carry on these activities in a creative and

responsible manner, these guidelines will remain
broad.
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SUMMARY

Because of the sounding rocket, satellite, and deep

space probe we now have the opportunity to extend

our knowledge about the universe in which we live.

These vehicles give man an opportunity to study Im-

portant s_ientifie problems in the areas of Earth-Sun

relationships, in which the Earth and Sun may be

investigated individually and in their relationship to

each other, in the area of the Moon and planets, stars

and galaxies, and life in space. Such investigations

provide the scientist with information for tackling

some of the most challenging theoretical problems of

today, lay the groundwork for practical applications

of space knowledge and technology, and provide the

support for future space missions such as the lunar

landing project to which this country has been com-

mitted. During the first 4 years of the existence of

the National Aeronautics and Space Administration,

157 sounding rockets, 55 satellites, and 9 space probes

have been launched and have yielded a tremendous

amount of information in all the are,qs of interest.

Many hundreds of research papers have appeared in

the open scientific literature and a considerable por-

tion of the scientific community, both national and

international, has become involved in the effort to

make the most of the opportunities afforded by the

space program for the conduct of important research.

It is hoped that the university community will continue

to find new and challenging opportunities and will
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continue to increase and strengthen its participation

which has already become a major element in the

success of the program so far.

INTRODUCTION

The vastnesses of our universe are literally

beyond human comprehension. Nevertheless,

the scientist conjures up numbers to describe

the dimensions of the galaxies and their remote-

ness and, in thought, reaches far beyond his own

physical presence to try to understand. In this

reaching out to infinity, man extrapolates from
observations and measurements he has made in

his own infinitesimal part of the universe.

Until recently, man was confined to the
Earth's surface and the lower part of its atmos-

phere. Here he could experiment on the fun-

damental laws of physics and study at first

hand one sample of the m_terial comprising

the universe, one sample of the bodies in the

universe, one sample of physical life. His only

informants about conditions beyond his small

segment were the radiations coming to him from

outer space, and the palpable influences of the

all-pervading universal gravitation.
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ATLAS-AGENA CENTAUR SATURN

FIGURE 6--1.--Atlas-Agena, Centaur, and Saturn launch vehicles.

Now, the rocket of his own building suddenly
expands man's horizons (fig. 6-1). The scien-
tist can look forward to observing and measur-

ing directly, even in person, more than one
sample of the material of the universe (or at
least of the solar system), more than one body
of the universe, and perhaps more .than one

sample of life in the cosmos. Above the obscur-
ing and distorting atmosphere, the spectral
range of observable radiations is extended to

FIGURE 6--2.--Transmi_ion of radiation through the

atmosphere.

include gamma rays, X-rays, ultraviolet, infra-
red, and radio waves that do not reach the
observer on the ground (fig. 6-2). Although

still confined to the solar system, still limited to

a very tiny corner of the universe, man never-
theless finds the scope of his activities, the
range of his movements, and the vistas of his
observation tremendously broadened.

This opportunity to learn in space forms the
basis for one of the grandest and noblest ven-
tures of mankind. The U.S. National Aero-

nautics and Space Administration's program in
space, both manned and unmanned, is designed
to take maximum advantage of the new oppor-
tunities and to derive from them the utmost

possible seientifi% technological, practical, and
cultural benefits to mankind.

The NASA program to accomplish all this is
conducted under the direction of four program

offices, as described in paper 3. (See fig. 6-3.)
The four areas referred to are those of manned

space flight, applications, advanced research
and technology', and space science. Although

this paper concerns space science, it should be

emphasized that there is considerable overlap

among these four areas. For example, a major

objective of manned flight through space is to
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carry out scientific exploration and research in

space. As another example, the communica-

tions and meteorological satellite programs are

immediate beneficiaries of the space science pro-

gram, and vice versa. This interdependence

of space science and the other elements of the

NASA program will be evident in the discussion
to follow.

WHAT WE HOPE TO LEARN IN SPACE

The NASA program of space science is basic

research. Its principal objective is the ad-

vancement of knowledge. The motivation of

the scientists who participate in the program is

that disciplined curiosity that leads them to

investigate, explore, and dig into the innermost

workings of the universe about them. To

them, the attraction of space science is its

breadth and scope and the opportunity it

affords to tackle some of the most important

and fundamental problems oil the frontiers of

science today.

Because of this great breadth and scope of

space science and becaus_ of the many basic

scientific problems that it encompasses, the

United States must have a sound and vigorous

space science program if it intends to maintain

its position of leadership in world science.

Such leadership is of great pr_tical impor-

tance in today's world in which the value of

those ideals and principles for which we stand
is measured in the minds of men in terms of

achievement and accomplishment.

The space science of today is needed to sow

the seeds for the harvest of future applications

of space knowledge and technology. The
weather, communications, and navigational

satellites of today grew out of the scientific

engineering and research of the past decades.

Their perfection, and the development of new

applications, will rest upon the space science

and engineering of today and the years to come.

The space science program supports other
activities. The distribution of harmful radia-

tions in space, the times of their occurrence,

whether their presence is predictable_ and the

influence of magnetic fields in space upon the

radiation hazard are all important problems

that space science investigations must solve be-

fore we can safely proceed to send men out into

space. Similarly, unmanned investigation and

exploration of the surface of the Moon will give

data needed in the engineering of lunar landing

craft and for planning the landing operation•
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In return, putting man into space will further

the scientific exploration of the solar system.

Continued investigation of the atmosphere

is essential to realizing the maximum benefits
from weather satellites. Likewise, the in-

fluence of radiation belt particles on communi-

cations equipment and components must be

known in order to design communications satel-

lites properly. Similarly, the knowledge ob-

tained in the space science program supports

the development of military applications of

space for communications, reconnaissance and

surveillance, and other uses.

Space science calls upon physics, chemistry,

astronomy, blosciences, and other scientific dis-

ciplines to attack some of the most important

and challenging scientific problems of today.

Among these problems are the investigation of

the Earth and Sun, Moon and planets, stars

and galaxies, and life in space from the vantage

point provided by the orbiting satellite or the

deep space probe.

Earth and Sun

Satellites and sounding rockets afford the

scientist with a very powerful means of in-

vestigating the Earth on which we live. Equip-

ment can be sent aloft to investigate the atmos-

phere at all heights, and to study the iono-

sphere which lies in the upper reaches of the

atmosphere and consists of large numbers of

electrons and ions. The atmosphere is impor-

ttmt because it comprises the source and sub-

stance of our everyday weather. The iono-

sphere is important practically because it

furnishes the means by which radio waves may

be reflected beyond the horizon, thereby mak-

ing it, possible to communicate around the

world. Since the ionosphere is highly variable,

we would much rather not be dependent upon

it, and hence look forward to the day when
communication satellites will furnish a much

better means of sending messages around the
world.

Satellite-borne instruments plot out the

Earth's magnetic field and measure the radia-

tions to be found in the Van Allen belts. (See

fig. 6-4). They likewise provide a new line
of attack on the auroras which hitherto have

I_GURE 6--4.--Earth and Sun.

had to be studied from observatories on the

ground.

One can also use satellites to study the in-
terior of the Earth. Observations on the in-

fluence of the Earth's shape and mass distribu-
tion on the orbit of the satellite enable the

scientist to determine the strength of the
Earth's interior and measure the distribution

of matter within the Earth.

Observatories above the Earth's atmosphere

make it possible to investigate the Sun and its

activity in a thoroughness not possible from the

ground. The ultraviolet, X-ray, radio, and in-
frared radiations that do not reach the ground

can be observed and measured from space plat-

forms. Sunspots, solar flares and solar storms,

electromagnetic radiations from the Sun, the

solar corona, and clouds of energetic particles

expelled from the solar surface are all amena-

ble to investigation by means of satellite-borne

and space-probe-borne instruments.

The interplanetary medimn consists of about

5 to 15 particles per cubic centimeter at our

distance from the Sun. At this density, it

would take 800,000 cubic kilometers of the in-

terplanetary medium to equal in amount the
material in about 16 cubic centimeters of the

Earth's atmosphere at sea level. One might

well ask, then, if there is so little matter in

interplanetary space, why should there be a

great interest in it. The first answer, perhaps,

is that the question, as phrased, implies a mis-

conception. Actually, there is more than just a
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little matter in space. Indeed, the total amount

of matter in the space between the stars of our

galaxy adds up to at least the amount contained

in the stars. It is just that tile space through-

out which this matter is dispersed is so vast

that the matter exists at a very low density.

Thus, we are not talking about a small amount
of matter, but rather a lot of matter under

conditions of low density. Indeed, this inter-

planetary material, existing at such very low

densities, and imbedded in the weak magnetic

fields that pervade the regions of the solar

system, exists under conditions that are unat-

tainable in the laboratory, lVe have, therefore,

an opportunity to study matter and physical

proe_ses under conditions that reveal much
about the fundamental nature of the universe.

Furthermore, the interplanetary medium is

the region through which the Sun exerts its

influence in the Earth, giving rise to our

weather, creating the ionosphere and the auro-

ras, stirring up the radiation belts and causing

magnetic storms, and at times completely dis-

rupting radio communications on the surfaco
of the Earth.

Moon and Planets

The effort to unravel the tangled complex of

physical and chemical processes accompanying

the birth of the planets is one of the most inter-

esting facets of modern science. (See fig. 6-5.)
As stated in reference 1, "In the investigation

of this set of questions the physical exploration

of the moon and the planets by unmanned and

manned spacecraft will play a unique role, in

providing us with our first opportunity for a

comparative study of the structures of the

planets; and the moon in particular should

yield information of exceptional interest, be-

cause its surface is likely to have preserved u

FDIAMETER 2,162 MILES 7,800 MILES 4,215 MILES

SURFACE GRAVITY 0.16 0.85 0.38
RELATIVE TO EARTH

212 ° F FULL MOON ABOVE CLOUDS: 110 ° F -15 ° F SURFACE
bTEMPERATURE

.243 ° F DARK SIDE SURFACE: 570 ° F

bATMOSPHERES OF 1//10
PRESSURE AT suRFACE ESSENTIALLY ZERO

l_
• COMPARATIVE STUDIES

• HISTORY

FIGURE 6-5.--Moon and planets.
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record of past events going back billions of
years, unmarred by the erosive effects of atmos-
pheres and oceans, and relatively unchanged by
mountain-building processes. This is a record
lost on the earth, probably lost on Mars and
Venus, and probably available nowhere else in
the solar system on a relatively accessible body."

Ranger and Mariner are opening up this field
for U.S. scientists, as Lunik has already done
for Soviet investigators. The opportunities
that lie ahead will be of interest to many disci-

plines in addition to astronomy, but should be
especially attractive to the geophysicist.
When spacecraft approach the Moon and
planets, and particularly when landings are
made oh these bodies, most of the techniques
required to observe and make measurements will

be those of the geophysicist. Most of the in-
struments will be adaptations of geophysical
instruments, and the scientists who press

forward with these lunar and planetary investi-
gations will be, in effect, geophysicists, whether
or not they think of themselves as such.

These forthcoming opportunities not only
broaden the horizons of the geophysicist by
extending the range of his investigations to
other planets, but also broaden the perspective
in which the geophysicist can view the Earth.
Comparative investigations of Earth, Moon,

and planets will contribute greatly to the under-
standing of each one.

Stars and Galaxies

This interest in, and need to know about, the
Sun and solar-planetary relationships estab-
lishes a bond between the geophysicist and the
astronomer, through what may be termed the
"new astronomy."

This new astronomy arises not so much from
revolution as from evolution. It derives from

two new capabilities afforded by the artificial

satellite and deep space probe : first, the ability
to make observations in ultraviolet, X-ray,

gamma ray, infrared, and radio wavelengths
hitherto inaccessible to the astronomer on the

ground; and, second, the ability to send instru-
ments and eventually men to the Moon and

planets for direct study of those bodies. In
this sense, then, the new astronomy becomes

simply a continuation and extension of the old

FIGURE 6-6.--Stars and galaxies.

astronomy, making use of the new opportuni-
ties that lie ahead.

These new opportunities are exciting.
Theory shows that some of the most important
fundamental information on the stars and

galaxies lies in the wavelengths newly opened
to observation. (See fig. 6-6.) For example,
the greatest source of information on stellar
birth and evolution lies in the ultraviolet por-
tion of the stellar spectrum. In this connection,
one may point to results of the Goddard Space

Flight Center which have shown that the ultra-
violet intensities of the very hot stars observed

from sounding rockets depart greatly from
what had been predicted. One of the most im-
portant programs at NASA involves the Orbit-
ing Astronomical Observatory, designed to ex-
ploit these new opportunities in astronomy.

The importance of being able to make obser-
vations in all parts of the spectrum is illustrated
in some measure by the inset at the right lower
corner of figure 6-6. Here the same object is
shown photographed in blue, yellow, red, and

infrared wavelengths. The differences are
quite apparent, but, as just indicated, the differ-
ences to be observed when observations are made

in the ultraviolet and X-ray wavelengths are
much greater.

The astronomical community has long been

rather indifferent toward the study of the

planets. Astrophysical and other problems in

astronomy, together with the techniques arail-

able for attacking them, were held to be more

important and of greater promise. Indeed,

such was the scorn with which planetary astron-
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omy was viewed that a young student express-
ing a desire to work on planetary studies was
very likely to place his career in astronomy in
jeopardy. Now, the attitude is changing.
With the approaching opportunity, symbolized
today by Mariner II_ to acquire significant,
hitherto unobtainable, data on these other mem-
bers of our solar system, those few who have

been interested in the planets are acquiring
"status," and newcomers are entering the field.

Another aspect of the new astronomy is the
interaction that space research is generating
with other fields of endeavor. As mentioned

previously, the geophysicist, now becoming
interested in the Moon and planets, has long
been concerned with solar activity. In that

area which might be described as interplanetary
physics the physicist has taken over. Here,
where the investigator is concerned with mag-
netic fields and particles in space, including the
entire range from galactic cosmic rays to the
solar and interplanetary plasmas_ with solar

fields and solar activity, with planetary fields,
and with the interactions among these phenom-

ena, the physicist finds himself naturally asso-
ciated with the astronomer on the one hand and

the geophysicist on the other. Here the inter-
disciplinary or multidisciplinary approach is
the key to progress.

The achievements of earlier Explorers and
Pioneers, particularly Pioneer V and Explorer
XII, are well known. Next year a large Orbit-
ing Geophysical Observatory weighing about
1,000 pounds will be launched to continue and
extend the work of Explorer XII. The obser-
vatory satellite will carry a large complement
of interrelated experiments in geophysical, in-
terplanetary, and solar physics.

At this point, it should be emphasized that it

is not, the idea of a multidiseiplinary attack on

problems that is new here. Astronomy has been

traditionally a multidiseiplinary science, and
the astronomer has borrowed wherever he could

and created whenever he could not borrow.

What is new is the grand sweep of this activity
that lies before us.

It is now possible for the scientist to perform

experiments on what may be referred to as a

cosmic scale. By using spacecraft in satellite

orbits about the Earth or on escape trajectories

from the Earth, controlled or semicontrolled
experiments can be performed on a scale not
possible in the Earth-bound laboratory. Dense
satellites in suitable orbits about the Earth can

serve as gravitational clocks which may then be
compared with nuclear clocks to determine
whether there are any fundamental differences
between gravitational and nuclear time. It

may be possible to search for a secular change in
the local value of the gravitational constant,
which is clearly of fundamental importance.
Hopefully, such experiments may some day add

grist to the cosmologist's and cosmogonist's
mill, a mill which attempts to grind fine but

which at the present has little enough to grind.
Some new data have already been provided by
the initial satellite gamma-ray observations of
Kraushaar and Clark (ref. 2).

It is well known that the subject of cosmic

rays, both galactic and solar, is susceptible to
powerful attack by the satellite and space-probe
technique. Perhaps the most interesting and
challenging problem associated with these visi-
tors from outer space is the question of their
origin, particularly the question of the origin of
the galactic component. It is not too much to
hope that the observations in space may add the
additional ingredient to the observations made
at or near the ground to enable the theorist to

reason out a satisfying explanation of where
and how these particles are generated.

In order to determine the origin of cosmic
rays and the structure and dynamics of the
magnetic fields and plasmas in space, it is neces-
sary to have a program of "synoptic measure-
meats" on a grand scale. Simultaneous meas-
urements at widely separated points in space
must be made in order to determine the azi-

muthal and radial gradients of the particle
intensities and the magnetic field strengths.

This program began with the early Explorer

VI and Pioneer V, is continuing with our Mari-

ner and the new Explorers recently launched,

and will greatly step up in pace during the
International Year of the Quiet Sun which lies
ahead.

It was in comparison with ground-based ac-
tivities that we ventured to refer to the satellite

and space probe as providing the opportunity to

conduct experiments on a cosmic scale. But
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reason, if not modesty, dictates that we with-
draw the adjective, cosmic, and find some other
one. For, in comparison with the universe as

we now know it, our solar system is minute
indeed. Perhaps we should say that now the

physicist and the astronomer are joining bantls
in the search for knowledge of the cosmos.

Life in Space

Certainly one of the most exciting possibili-
ties in space exploration is that indigenous life
may be found outside the Earth. (See fig. 6-7.)
The most likely candidate is Mars, where bal-
loon observations in the infrared have detected

emissions characteristic of the carbon-hydrogen
bond. While this does not prove the existence
of life on Mars, it is most certainly highly pro-

vocative. For this reason, preparations are
going forward with various types of instru-
ments to search for living forms on the Red

Planet. These will be carried in fly-bys and
lenders as soon as the necessary transportation
is available.

All the data available at present would indi-
cate that there is little likelihood of life on

Venus. Various radioastronomical observa-

tions of the planet indicate that the surface tem-
peratures are in the vicinity of 600 ° K, well over
the boiling point of water. These temperatures

are in themselves discouraging enough, but
when taken in conjunction with the probably
very high pressures existing on Venus (exceed-
ing 20 atmospheres at the surface) it seems most
likely that the entire planetary surface is bathed

_'kavaE 6--7.--Life in space.

in a searing atmosphere and that there is no
chance of life there. The biologists insist,
however, that there may yet be life on Venus,
existing in the cooler upper atmosphere. Bal-
loon samplings are being made of the Earth's
upper atmosphere to search for organisms that
might be living there. Results from these

investigations may shed additional light on how
much of a point the biologists have in connec-
tion with Venus.

It does not appear likely that there are living
forms on the surface of the Moon, because of the
lack of an atmosphere, the lack of any observa-

ble water, and the extreme temperature ranges
to which the lunar surface is subjected. Some

believe, however, that there might be living
forms existing at some distance below the hos-
tile lunar surface. But even if there am no liv-

ing forms on the Moon, other biologists point
out that the Moon is still of interest in that it

may carry the residue of previously living
forms or possibly material that is in the nature
of precursors to life. Controversy rages on this
issue, with some scientists categorizing this
reasoning on the part of the biologists as abso-
lute nonsense. But the biologists can counter
with the observation that, if they should be

right, walking all over the Moon with dirty feet,
or plastering it with dirty material, can destroy
a once-in-forever opportunity to make exobio-
logical studies that may have great bearing on
our understanding of terrestrial life.

At any rat_ it seems clear that we must be
careful about what we do in the case of Mars.

A suggestion was made at the recent Space
Science Summer Study_ conducted at the State
University of Iowa by the National Academy
of Sciences under NASA sponsorship, that
M_rs be made an ecological preserve_ where
steps are taken to protect the planet from unde-
sirable contamination. According to the sug-

gestion, Mars would be investigated in such a

manner as to protect the interests and needs of

the biologists who wish to se,-_rch for und study

any living forms or traces of life that might

:exist there. This proposal also included the
suggestion that, although Venus and the Moon
would not be considered as ecological preserves,
care should be taken to minimize their

contamination.
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If Mars is to be maintained as an ecological
preserve, it can be done only by international
cooperation, specifically, at the present time,
between the U.S. and the U.S.S.R.

It might be mentioned that those who are
concerned about possible contamination of our

neighbors in space through the introduction of
terrestrial organisms also point to the possible

danger of back contamination of the Earth by
the introduction of extraterrestrial organisms.
Careful thought must be given to this problem,
and in due time appropriate steps must be
taken to remove any risks that are judged
unacceptable.

All the foregoing discussion concerned life
already in space. It may well be that no such
life does exist. However, that does not end our
interest in life in space, because even though
there may be no life indigenous to space or the
other planets, nevertheless in the course of our
space pro_oTam we are certainly going to put life

out there. Indeed, we have already begun to do
so in our Mercury program, as the Russians have

in their Vostok program. Thus, one very im-
portant aspect of life in space concerns the in-
fluence of the space environment and space
flight environment on terrestrial organisms.

In satellites and space probes there will be
the opportunity to study the effects of weight-
lessness, radiation, new periodicities, and other
conditions strange to terrestrial life. Man him-
self will be one of the major objects of study.

The Environment of Space

The scientific investigation of space, the effort
to develop practical applications of space
knowledge and technology, and the program to
develop the ability of man to fly through space
all diI_ct attention to the environment of space
as one of the most important of space phenom-
ena. There are at ]east. two ,aspects of our in-

terest in the space environment : first, the scien-
tist's desire to get the whole picture; and,

second, the engineer's need to know what men

and equipment are encountering when they go

out. into space.

Although their motivations may be different,
the scientist and the engineer need to know the

same things. The solar wind, plasmas in space,

cosmic rays, the interplanetary magnetic field,

solar fields, solar/lares and particle eruptions,
and planetary fields must be known to the scien-
tist in detail in order that he can work out a

theory of what is happening. The same quan-
tities must be known to the engineer who is con-
cerned with the protection of both equipment
and crews against the hostility of the space
environment.

The scientist wishes to know about the phys-
ical, chemical, and thermal properties of the

Moon, not only out of general scientific curios-
ity, but also in order to gain insight into the
broader problem of the origin of the solar sys-
tem. The engineer designing equipment and
planning operations for landing men on the
Moon needs to know these same quantities
simply to get his job done. The scientist seeks
to determine the structure of the gravitational
fields of the Earth and the Moon as one of the

most important properties of these bodies and
still another approach to the study of their or-
igin and history. The engineer needs these data
in working out the trajectories and rendezvous
maneuvers for space flight.. These examples
could be continued at length.

It is clear that what is required for both sci-
entist and engineer is a vigorous, broad-as-pos-
sible, scientific investigation of the important
problems of space research, with an occasional

strengthening attack on individual subareas
where special engineering needs have become
apparent, but without destroying the overall
attack on a broad front. This is the only way
to avoid going from one scientific fire drill to
another, which, in addition to precluding ,the
doing of good science, would not render maxi-
mum service to the engineer.

WHAT WE HAVE LEARNED IN SPACE

The most penetrating insight into how real-
istic it is to expect so much from space research
and exploration may be had by taking stock of
what has already been learned. In the 4 years
since NASA began busine_, NASA has

launched successfully 55 satellites, 9 space

probes, and 157 sounding rockets. (See fig.

6-8.) Hundreds of scientific papers have re-

suited directly from the space program.
Limitations of both time and space forbid

any attempt to present an exhaustive report
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Fmvrm 6-8.--Sounding rockets, satellites, and space

probes.

here. Instead, a number of selected examples

will be presented, which in combination will,

it is hoped, convey a feeling of the breadth as

well as the depth of the U.S. space science pro-

gram. There are many :fine reviews of space

results to which those interested may be re-
ferred. One of these is reference 1 from which

much of the following .material (indicated by

quotes) is taken with the permission of the

author, Dr. Robert Jastrow.

Interior of the Earth

With the aid of near-Earth satellites, im-

portant facts have been learned about the in-
ternal structure of the Earth. "A satellite

moves in its orbit under the attraction of grav-

ity, and the precise shape of its orbit is deter-
mined by the detailed nature of the gravita-

tional field. The gravitational field depends on

the distribution of mass, and this in turn reflects

the internal structure of the planet.
"To a high degree of approximation the earth

has a spherical shape, and attracts the satellite

with the gravitational force of a single point of

mass located at the earth's center of gravity.

Under the attraction of this mass point the sat-
ellite moves in an ellipse whose plane keeps a

constant direction in space.

"Actually the spherical shape is flattened at

the poles, and bulges somewhat at the equator,

under the influence of the centrifugal force pro-

duced by the rotation of the earth on its axis

every 24 hours. If the earth is relatively plas-
tic, as may be expected under the conditions of

high temperature and pressure prevailing with-

in its interior, then we may make a very precise

calculation of the height of the bulge at the

equator. The equatorial bulge is usually ex-

pressed in these calculations in terms of the

fractional difference between the polar and

equatorial radii, which is referred to as the

flattening ratio. The calculations based on the

assumption of a plastic earth yield a flattening

ratio of 1/299.8, which corresponds to an equa-

torial bulge of about 21 kin. This equatorial

bulge produces an easily discernible effect on

the satellite orbit, because it exerts an addi-
tional force of attraction on the satellite each

time it passes over the equator, pulling the

trajectory out of line to a slight degree on every

pass, and causing the plane of the orbit to rotate

slowly in space at a rate which depends on the

size of the equatorial bulge. The rate of rota-

tion of the plane of the orbit can be measured

with high accuracy by the analysis of the track-

ing data. Studies of the orbital rotation rates

of a number of satellites have, in this way,

yielded a very precise value for the height of

the equatorial bulge.

"In this country the analyses of the orbital

rotation and the equatorial bulge have been car-

ried out largely by John A. O'Keefe, William

M. Kaula, and their associates of the Goddard

Space Flight Center, by Yoshihide Kozai at

the Smithson]an Astrophysical Observatory,

and most recently by Robert R. Newton at the

Johns Hopkins :_pplied Physics Laboratory.

Their results indicate a flattening ratio of

1/(29S.2±0.2).

"Thus there is a discrepancy between the

observed value of the flattening and the value

obtained on the assumption of hydrostatic

equilibrium. This discrepancy shown in exag-

gerated degree in figure [6-9], is substantially

greater than the probable error in the obser-

vations, and indicates that the interior of the

earth is not in hydrostatic equilibrium. It

appears that the earth is not plastic, but has

instead a mechanical strength within its inte-

rior, sufficient, to maintairr its shape, in rspite of

the stresses at the base of the mantle which

must be associated with the departure from the

figure of hydrostatic equilibrium. O'Keefe

has estimated that a mechanical strength of

9×10 7dynes/cm _ would be required to support
these stresses at the base of the mantle.
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FzouaE 6-9.--Discrepancy in flattening ratio. Exag-

geration, 5X105. A. Figure of hydrostatic equilib-

rium (flattening_l/290.8) ; B. Observed figure (flat-

tening=l/298.2). (Ref. 1.)

"These results on the figure of the earth carry

interesting implications regarding its history.

The rate of rotation of the earth is steadily de-

creasing as a result of the effects produced by

lunar tides. The pull of the moon on the earth

raises tides in the seas, with amplitudes of many

feet, as well as smaller tides in the mantle of the

earth, with amplitudes of a few inches at the

earth's surface. The dissipation of energy in

the friction produced by these tidal motions

gradually slows down the earth in its rotation.

The current rate of change of the length of the

day is about 10 -s sec per century. From this

value we can calculate that the observed value

of the flattening, as deduced from the Vanguard

I data, would correspond to the flgflre of hydro-

static equilibrium for a plastic earth some tens

of millions of years ago, when the day was about

23 hours and 30 minutes in length. Thus it

appears that the mantle is sufficiently warm and

plastic to respond to the changing stresses as-

sociated with the slowing down of the earth;

yet it has enough internal strength to cause the

response to lag behind current conditions by

about 50 million years.

"There are other departures of the geoid

from the shape of hydrostatic equilibrium, in

addition to the discrepancy in the flattening.

These departures, which have also been deter-

mined primarily from the analysis of the Van-

guard I orbit, include the famous pear-shaped

component, or third harmonic in the expansion

of the gravitational field. They also include

harmonics of the fourth and fifth order.

Higher harmonics than the fifth are lost in the

noise level of the orbit determinations, within

the accuracy of present tracking systems."

Results by Kozai of Smithsonian Astrophysi-

cal Observatory, Kaula of Goddard Space

Flight Center, and Newton of Applied Physics

Laboratory indicate _ decided ellipticity in the

Earth's equator. This would be due to a non-

uniform density distribution within the Earth

equivalent to a geometric ellipticity. A 60-

meter difference in length would be required be-

tween the longest equatorial diameter and the
shortest. Other variations of the Earth's

gravitational field have also been determined by

these investigators from satellite orbits.

Earth's Lower Atmosphere

The Tiros series of satellites has launched a

new and powerful attack on the study of the

Earth's lower atmosphere. Of the six Tiros

satellites which have been launched since April

1960, all carried vidicon cameras for the global

study of the cloud cover, and three used, in ad-

dition, a set of infrared detectors for the meas-

urement of the intensity of infrared radiation

transmitted through the atmosphere.
Pictures from these satellites show individual

storm types with distinctive vortex characteris-
tics. Striking patterns of large spiral cloud

formations up to 2,500 kilometers in diameter

have been observed. In some of the photo-

graphs, jet streams, thunderstorms, fronts, and

regions of moist and dry air were discernible.

"The cloud cover photographs have already

yielded results of great interest when correlated

with ground observations, and they have the

promise of leading to a substantial improve-

ment in weather forecasting by providing globul

and nearly continous coverage of regions

of weather activity. The matter of global cov-

erage is critically important, because the suc-

cess of weather forecasting has been found to

increase rapidly with the size of the region

covered by the observations; yet at the present

time large parts of the globe are very poorly

covered, and constitute regions in which

weather activity can develop and grow without

detection before moving out into the inhabited

areas. The sparsely covered territories include

the polar regions, the major deserts, and the

southern oceans. Satellite coverage will
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greatly strengthen the hand of the meteorolo-

gist by filling in these blank portions of the

global weather map, and may be expected to

have important consequences for the economies

of this country and the world."
The measurements made from the infrared

detectors are as follows : temperature of the top

of the water-vapor layer (6.3 microns) ; surface

temperatures or cloud-top temperatures (8 to

12 microns), which helped to disting_fish

cloudy areas at nigtlt; the amount of reflected

radiation (0.225 micron); the amount of

emitted radiation (7 to 30 microns) ; and low-

resolution cloud pictures (0.5 to 0.7 micron).

These data are being analyzed by the U.S.
Weather Bureau and the NASA Goddard

Space Flight Center.

Properties of the Upper Atmosphere

"... we now have a fairly good description

of the atmosphere at heights up to :l,500 km,

and isolated but still sig_fificant results well
above that level.

"We note first that density measurements

have been made directly by rockets at altitudes

up to about 900 kin, but above that altitude

direct density measurements are very difficult.

However, the density may be deduced indi-

rectly from the analysis of the atmospheric

drag acting on satellites. The period of revo-

lution of a satellite decreases steadily at a rate

proportional to the drag force exerted by the

atmosphere, and the coefficient of the observed

rate of period change therefore gives the value

of the air density suitably averaged around
the orbit.

"The temperature is also extremely difficult

to measure directly in the upper atmosphere

but on theoretical grounds it is related to the

rate of change of density with altitude, accord-
ing to the.., fornnfla expressing hydrostatic

balance in the atmosphere .... If the densi-

ties are known at various heights from the satel-

lite drag data, their insertion in this formula

will yield T/m [where T is temperature and m

is the average mass of an air atom or mole-

cule] ....

"To find [temperature] from the density pro-

file we must therefore know.., the composition

of the air. At height, s up to 1,000 kin, m is

known with a precision of 15 percent, by a com-
bination of experimental and theoretical argu-
ments, and below 1,000 km we can therefore
deduce tile temperature from the satellite den-
sity data within a 15 percent limit of error.

"Above 1,000 km the uncertainty in the com-
position becomes large and troublesome. The
difficulty is that at the lower altitude we know

the air to be composed of oxygen and nitrogen,

and can calculate the proportions of these two

gases rather well, but at tile highest altitudes

these gases have settled out of the air, because

they are relatively heavy and are concentrated

near the surface of the earth by the force of

gravity. The lighter ga_s, which are present

only in trace amounts in the lower atmosphere,

are not as tightly bound to the surface of the

planet by gravity, and they therefore dominate

the composition of the air at sufficiently high al-

titudes. Of these gases hydrogen is the light-

eat, and for this reason it was believed to be
the dominant constituent of the air above the

oxygen-nitrogen layer. The emergence of the

hydrogen atmosphere was thought to come at

an altitude of about 1,900 km. However, . . .

Marcel Nicolet, National Space Research Cen-

ter, Brussels, Belgium, suggested, on the basis

of an initial examination of the density data,

that between the oxygen-nitrogen atmosphere

and the hydrogen atmosphere there should lie a

layer of helium. Shortly after Nicolet's sug-

gestion, experimental evidence for an interven-

ing helium layer was obtained independently

by Robert E. Bourdeau . . . [and colleagues]

of Goddard Space Flight Center, working from

Explorer VIII ion trap data, and by W. B.

Hanson of the Lockheed Missiles and Space Co.

in Pale Alto, working with ion density data

obtained by L. C. Hale.

"[Figure 6-10 presents] a summary of the

major properties of the atmosphere, revised in

accordance with these . . . developments, lit

shows] a mixture of nitrogen and oxygen

molecules up to about 120 kin, a layer consisting

predominantly of atomic oxygen between that.

height and 1,000 kin,... [then successive layers

of helium and hydrogen extending out. into the

interplanetary medium.]

"The slope of the [resultant] density

curve.., corresponds to a temperature of

1,350 degrees, which is a good average value
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I_URE 6-10.--Composition of the upper atmosphere.

(Ref. 1.)

for the temperature of the upper atmosphere.

It has been derived partly from the satellite
measurements of density at high altitudes and

partly from a variety of independent measure-
merits of the electron density profile, obtained

from sounding rocket and satellite experiments.

All of these agree within a spread of about

200%"
There also exists a diurnal variation of the

temperature of the upper atmosphere, from

about 1,800 ° K in midafternoon to about 1,000 °

K in the predawn hours of darkness.
"This diurnal variation of temperature was

uncovered in the course of the analysis of satel-

lite drag data, principally by W. Priester, God-

dard Space Flight Center, L. G. Jacchia,
Harvard University Observatory, and D. G.

King-Hele, Royal Aircraft Establishment,

Farnborough, . . . England. The satellite

data are quite good for detecting such effects,

because the drag is concentrated at perigee, the

part of the orbit where the density is greatest.

As the,plane of the orbit rotates in space the
perigee point moves from the dark to the sunlit
side of the earth and back again, and the drag

data trace out the diurnal dependence of atmos-

phe.ric properties. Figure [6-11] shows the re-
sults of a full analysis of the diurnal variation

in s._tellite drag, carried out by Priester, partly

at the Bonn Observatory in Germany and partly

in his.., position with... [the Institute

for Space Studies] in New York City. The

Priester curve may be compared with several
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FI(_URE 6--ll.--Diurnal variations in the temperature of the upper atmosphere, reduced to average solar activity
of November 1960. (Ref. 1.)
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determinations of electron temperature at dif-

ferent times of day, also shown in figure [6-11],

which were obtained by physicists at Goddard

and at Lockheed from the Explorer VIII iono-

sphere satellite and from several sotmding
rocket flights. All data in figure [6-11] have

been reduced to the mean level of solar activity
in ]_Tovember 1960, which was the period of the

Explorer VIII measurements.

"The detailed study of satellite drag has in
fact been a very valuable source of information

on atmospheric properties. Jacchia of the

Smithsonian Astrophysical Observatory did

the first careful spadework in what seemed

to many at the time to be a very unpromising

garden. The most interesting result of his in-

vestigations was the discovery that the upper
atmosphere is extremely responsive to solar con-

trol, undergoing excursions in density which
were lately found to be as much as a factor of

100, and in temperature by hundreds of degrees,

according to the level of solar activity. These

variations first came to light in Jacchia's anal-

ysis of the orbit of Sputnik II, in the winter of

1957-58, during the course of which he dis-

covered that from day to day there were large
and apparently random fluctuations in the drag

acting on that satellite, gacchia discerned a

slight but significant tendency towards a 27-day

period in these fluctuations which matched the

period of rotation of the sun, and concluded

that their cause might be variable solar radia-

tion. His report came to the attention of

Priester in Germany, who thought that these

variations might be produced by radiation

emitted from the vicinity of sunspots; and to
test his idea he placed Jacchia's Sputnik II

drag curve against a graph of data showing the

day-to-day variations in the intensity of the
radiowaves emitted by the sun at wavelen_hs

of 20 cm. The intensity of these waves is an

excellent indicator of the frequency of sunspots

and the general level of solar activity. Priester

found agreement in all variations of both

graphs. On hearing of Priester's result, Jac-

chia placed his drag curves against a plot of
the 10 cm solar radio emission, which is also a

good measure of solar surface activity, and also
found a close correlation. Jacchia's curves are

shown in figure [6-12]. They show also that

the same variations appear in both Sputnik III

FIGURE 6-12.--Correlation of satellite drag variations

with solar activity. (Ref. 1.)

and Vanguard I, proving that they are a feature

of the atmosphere rather than a peculiarity of
one satellite.

"The significance of this agreement can be

understood as follows: During the maximum

of the sunspot cycle--and 1958 was the year of

the maximum in the last cycle--the surface of

the sun is the scene of great activity, marked by

sunspots, and by hot condensations well above

the sunspots in the solar corona with tempera-

tures of some millions of degrees. These re-

_ons are known to emit a radio flux in the 3 to

30 cm range and are supposed to emit energetic

radiation in the extreme ultra-violet and X-ray

band .... [There is further reason] to be-
lieve that the flux in the extreme ultraviolet is

correlated to the radio flux. When an active

region faces towards the earth in the course of

the sun's rotation, extreme ultraviolet radiation

emitted from these active regions is absorbed in

the uppper atmosphere, primarily at altitudes

between 150 and 250 km. The precise correla-

tion between solar activity and density, found

principally by JacchL% Wyatt, and Priester,

suggests that the amount of energy transferred

to the earth is sufficient to heat the atmosphere

appreciably, causing an upward expansion and

a large increase in the density of the exceedingly

thin air at high altitudes. This discover), pro-

vided the first direct evidence regarding the
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effects of solar surface activity on fundamental

upper atmospheric properties.
"The continuing analysis of the correlation

has given us a rather full picture of the degree

of solar control over the upper atmosphere.

The study has now been carried on over a suffi-

cient number of years so that it has been possible

to detect the variation in the yearly average of

these effects as we move from the maximum to

the minimum of sunspot "tctivity. Figure

[6-13] represents results obtained by Priester

2500

of the atmosphere to reach a low point of
500 ° K in 1964."

The Magnetosphere

"The density of the upper air merges into the

density of the interplanetary gas at an altitude

of about 1,000 kin, and this level should mark

the boundary of the atmosphere. However,

early in 1958 Van Allen discovered, by the anal-

ysis of geiger counter data from Explorer I,

that there was an additional layer of partLcles in

the upper atmosphere, which were eventually

found to reach out to about 100,000 km. [Sde

fig. 6-14.]
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lalolra_ 6-13.--Variations of upper atmosphere temper-

ature during the sunspot cycle. (Ref. 1.)

on the change of upper atmosphere temperature
between the start of satel]ite observations at the

end of 1957 and ... analyses available...

[during 1961] .... Priester has a very accu-
rate idea of the correlations between the 20-cm

radiation and upper atmosphere temperatures,
and he also knows the variations in the 20-cm

radiation which can be expected during this

sunspot cycle on the basis of solar observations

in previous years. In this way he has been able

to predict the temperature of the atmosphere

during the coming years of the sunspot mini-

mum, within the limitations of our uncertain

knowledge of the molecular weight at great alti-

tudes. The results are shown in figure [6-13],

which contains separate curves for the afternoon

and predawn atmospheres. According to these

curves we can expect the predawn temperature

FIGURE 6-14.--Auroral zone. (Ref. 1.)

"Since the first disco',_ery there have been a

large number of investigations of these particles

by sounding rockets and satellites, the most re-

cent and most extensive experiments in this

country being those carried out by Explorer

XII, while in the USSR important experiments

have been carried out by Sputnik III and the

three Luniks. The data show that these par-

ticles have ,_ rather low concentration; none-

theless they are bound to the earth and move

with it through space, hence must be considered

as a part of the atmosphere. They consist of

charged particles with energies as high as mil-

lions of volts, which are produced in various

ways at high altitudes and are trapped near the

earth for extended periods of time by the geo-

magnetic field.

"This additional layer of particles is called

the magnetosphere, because it exists only by
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virtue of the presence of the earth's magnetic

field. The discovery of the maglmtosphere by

Van Allen was the most sig_ificant scientific dis-

covery of the IGY and of the first years of

the space program. It has generated a great

volume of research and has thrown a new light

on the problem of solar-terrestrial relationships.

"Interest in the Van Allen particles was ini-

tially concentrated on the radiation hazard

which they might present to manned space

travel, but the scientific importance of this dis-

covery is related less to that problem than to

the geophysical role of the Van Allen particles

in influencing the properties of the upper atmos-

phere. It appears that the Van Allen zones

are related to the process by which energy is
transferred from the sun to the earth in the

form of particles, magnetic fields, and radiation,

at the time of major solar flares. The effects of

this energy transfer involve not only the gross

changes in upper atmosphere properties which

we have mentioned, but also a variety of other

effects of great geophysical and practical in-

terest. These include magnetic storms, the

aurora, radio communication disturbances; and

there has even been some suggestion of a cor-

relation between flare activity and the weather.

Now it has been found that flares also produce

enormous changes in the intensity of the Van

Allen belts, which are connected in some way

not yet clearly understood to the other geo-

physical effects accompanying solar activity.

The available evidence suggests that these Van

Allen zones, and the whole magnetosphere of

which they are a part, constitute a reservoir in

which [a fraction of the] solar flare energy

can be stored in the form of trapped particles

for a considerable time, until some subsequent

solar event disturbs the magnetic field and dis-

lodges particles from the Van Allen belts as

apples are shaken from a tree. As to the mech-

anism of the shaking, it is believed that when the

incident sol_ar plasm,_ cloud impinges on the

geomagnetic field, it produces perturbations in

the field which scatter the particles out of their

spiralling orbits around the lines of force.

When the particles are dislodged from the

magnetosphere they descend through the horns

of the Van Allen zone, transferring their kinetic

energy to the atmosphere by ionizing colli-
sions ....

"The particles of ihe highest energy have

the largest Larmor radii of gyration and move

in the most sweeping spirals. These are the

least fi_unly trapped and therefore the most

easily dislodged. The less energetic particles

are wound very tightly around the magnetic

field lines, and are not as easily dislodged. Fur-

thermore, the outermost region of the magnetic

field is the weakest part of the field and there-

fore the region most seriously disturbed by the

incident plasma cloud. Thus, putting these two

points together, we conclude that the most en-

ergetic Van Allen particles will be found pri-

marily at the closer distances to the earth, while

the outermost regions will contain few of these,

and consist primarily of the slower and less en-

ergetic particles .....
"The instruments on board Explorer XII . . .

[went] to lower energies than those on previous

energetic particle satel'litas .... " (See fig.

6-15.)

FIGVRE 6-15.--Explorer XII.

They indicated that the level of electron flux in
the outer Van Allen belt was about three orders

lower than what had previously been considered

to be present. The ion-electron detector, which

was capable of measuring protons of low energy,

showed that protons are present in the outer

Van Allen belt, which had at. one time been

believed to be populated only by electrons.
The instrumentation on board this satellite de-

tected electrons out to a boundary of 8 Earth
radii, with a maximum flux at 6 to 7 Eart]_ radii.

The various experimenters are in the process of

analyzing their data more fully. Explorer XII

ceased transmitting on December 6, 1961. (See

ref. 3.) Recently, Explorers XIV and XV have
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been put in orbit to continue and extend these

investigations.

The Interplanetary Medium

"From the magnetosphere, we are led finally

to the properties of the surrounding interplan-

etary medium, and to a consideration of the

manner by which solar disturbances are propa-

gated through this medium to the earth. This
is the area which has been the scene of the most

rapid advances and most interesting develop-

ments during the past [2] year[s].

"The properties of the quiescent interplan-

etary medium have been studied with instru-

ments carried on board the Luniks, Pioneer V

and Explorer X [and Explorer XII] .... Be-

cause of the high electric conductivity of a

plasma, the motions of tile interplanetary

plasma and the configurations of the magnetic

field are closely associated, and a measurement

of both features gives us a doubly powerful

mode of attack on the properties of the
medium."

The Explorer X satellite provided the first

experimental observation of a plasma in inter-

planetary space (fig. 6-16). The interplanetary

plasma was first detected at 21 Earth radii and

its presence was confirmed out to 38.5 Earth

radii. (Seerefs. 4 and 5.)

Correlation of the plasma data with the mag-

netic field data indicated that the presence of

the plasma was coincident with a relatively weak

field which fluctuated in magnitude and direc-

tion. Absence of a plasma was associated with

strong steady fields directed away from the
Sun.

The average positive particle flux was about
4 × l0 s cm -2 sec -1

The energy spectrum of the positive particles

was found to be peaked at 500 electron-volts

even though the shape of the energy spectrum

showed large variations. The number density

of the plasma protons ranged from 6 to 20 per

cubic centimeter. The plasma arrived from the

general direction of the Sun.

I

FmUaE 6-16.--l!lxplorer X.

FIOITRE 6-17.--Mariner R.

Measurements of solar plasma made by instru-

ments in Mariner II (fig. 6-17) have been re-

ported by M. Neugebauer and C. Snyder of

the Jet Propulsion Laboratory (results unpub-

lished). Whereas the Explorer X observations

extended only to the edge of the magnmtosphere_
the Mariner II results have been obtained out

to millions of miles from the Earth.

The Mariner instruments detect plasma from

the direction of the Sun continously. This

solar wind, assuming it to come from the Sun,
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as seems most likely, has peaks of activity and

quiet periods. The particle energies range

generally from 750 electron-volts to 0,,500 elec-

tron-volts although higher energy particles

have been observed. Abrupt changes in the

velocity and intensity of the solar wind were

accompanied by abrupt changes in the local

magnetic fields.

Propagation of Solar Particles from
Sun to Earth

The more or less steady solar wind that con-

stantly blows through interplanetary space is

greatly modified by solar storms. When a flare

is situated on the right position of the Sun's

surface, clouds of charged particles are ejected

in such a direction that they reach the Earth

and interact with its atmosphere. The energy

carried by these particles averages less than one-

millionth of the energy in the Sun's visible light,

but among its effects are communications black-

outs and disturbances, magnetic storms, auroral

displays, and violent changes in the intensity
of the Van Allen radiation. Under normal

conditions, it appears that the interplanetary

space consists of a low concentration of ex-

tremely slow moving electrons and protons, per-

haps five per cubic centimeter, and a still smaller
number of energetic cosmic rays, normally on

the order of less than one such energetic particle

per cubic meter. When the solar flare occurs,

a tongue of plasma, or relatively slow moving

charged particles, erupts from the surface of

the Sun and moves around across interplanetary

space at a speed of about 1,600 km/sec. At this

rate, the plasma cloud takes about 1 day to reach

the Earth. The plasma cloud drags with it

the lines of solar magnetic force, which are
frozen into the cloud and forced to move with

it by the laws of Maxwell. The lines of mag-
netic force have their roots on the surface of

the Sun in the vicinity of the flare but as the

plasma tongue moves out they are drawn out

with it. As the magnetic lines b'f force become

distended in this manner, they lose their

strength, and by the time they reach the Earth

they are some 500 times weaker than they were

at the surface of the Sun. However, the mag-

netic field within the plasma tongue is still suf-

ficiently strong to screen the Earth partially

from the cosmic rays which normally bombard

it, thereby providing an explanation for the

decrease in the cosmic-ray intensity during mag-
netic storms which is known as the Forbush

decrease.

Also, when the Earth is enveloped in a tongue

of solar plasma as shown in figure 6-18 (fig. 12

of ref. 1), solar protons have a direct channel

to the Earth. Because of the potential hazard

that streams of energetic protons present to
crews of lunar spacecraft, the periods during

which the Earth is enveloped by a solar plasma

tongue are times of serious concern to the man-

in-space program.

m

m
m

AFTER FORBUSH DECREASE

Fmlms 6-18.--Propagation of solar disturbances from

Sun to Earth, (Ref. 1.)

The Sun and Stars

Milligan and Stecher (GSFC) have obtained

some interesting results (unpublished) from a

rocket instrumented for low-dispersion stellar

spectroscopy down to about 1,600 angstroms.

Successful spectra were obtained for 10 stars.

Only very bright stars were recorded, varying

in temperature from slightly hotter than the

Sun, up to the hottest stars obsem-able in the

sky. The ultraviolet spectrum of only one of

the cooler stars agrees well with the theoretical

prediction. (See fig. 6-19.) Moreover, the

hotter the star, the g_eater the disagreement

with current theory. The observed effect was

completely unexpected, and appears to involve

absorption of the energy in the stellar atmos-

phere itself. This discovery poses a challeng-

ing problem to the theorist.
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l_o_E 6--19.--Gamma-ray astronomy.

Preliminary results of Explorer XI data

analysis by Kraushaar and Clark (ref. 2), based

on some 23 hours of useful observing t ime in a

period of 23 days, are summarized as follows:

During the obser_dng period 197 events oc-

curred which could have been gamma rays. Of

these, 105 were shown by analysis to have come

from the direction of the Earth and were pre-

sumably produced in the Earth's atmosphere;

the remaining 92 came from a variety of direc-

tions. The analysis of arrival directions was

complicated by the fact that all portions of the

sky were not scanned for the same length of
time. Therefore, use was made of an idealized

mode] of the galaxy. It was assumed to be a

disk 100,000 light years in diameter and 1,000

light years in thickness, filled uniformly with a

gas of one hydrogen atom per cubic centimeter,
and to have a cosmic-ray density equal to its

value in the vicinity of the Earth. By means

of this model, "predicted" intensities were used

to evaluate an expected numbers of counts in

each of the cells into which the sky was divided.

Comparison of the "predictions" with the ob-

servations showed a good degree of consistency

with regard to spatial distribution and to the
number of events. The results are consistent

with a source strength of gamma rays in the

galaxy of the order of 10-24cm-_sec-1. These re-
sulks are of interest in that the measured level

of gamma radiation rules out one version of the

steady-state cosmology, according to which mat-

ter and antimatter are created simultaneously.

If this version were correct, and matter and

antimatter were created at the rate required in

the steady-state theory, the intensity of gamma

rays produced in outer space by their annihila-
tion would be 1,000 times greater than the level
measured.

Rocket measurements by Hinteregger (ref.

6) have yielded the absolute intensity of solar

ultraviolet radiation. (See fig. 6 20.) In satel-

lite astronomy studies, a Naval Research Lab-

oratory group found a strong enhancement of
X-radiation during flares, but no change in the

Lyman Alpha line.

" He_ _ H H
5_4_ I Ly# L_,a _-

FIOURE 6-20.--Spectrum of the Sun in the ultraviolet.

The Orbiting Solar Observatory (fig. 6-'21.),

which was successfully launched March 7, 196'2,

was instrumented primarily for the measure.-
ment of solar radiation in the ultraviolet, X-

ray, and gamma-ray regions. Preliminary

analysis of the 10- to 400-angstrom spectrum
has shown significant variability of the 304-ang-

strom (He II) and 284-angstrom (Fe XV)

lines in the solar spectrum during solar disturb-

FIGURE 6--21.--Orbiting Solar Observatory.
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antes. (See ref. 7.) Knowledge of such be-

havior will be of great importance not only in

studying the Sun, but also in understanding the

behavior of the Earth's upper atnaosphere dur-

ing such intervals because it is the solar radia-

tion in this portion of the spectrum which is

responsible for much of the ionization of the
Earth's outer atmosphere.
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7.ResponseFromtheUniversityViewpoint
By George Wells Beadle

DR. GEORGE "_'ELLS BEADLE was elected President of the University of Chicago

in 1961. Dr. Beadle came to the University of Chicago from the California

Institute o/ Technology, where he had been professor and chairman of the

Division o/Biology and acting dean o/the faculty since 1946. Before that,

he was professor of biology at Stanford University from 1937 to 1946, assist-

ant professor o/ genetics at Harvard University from, 19,36 to 1937, and a

research fellow and instructor at California Institute o/ Technology from

1933 to 1936. Dr. Beadle earned B.S. and M.S. degrees from the University

of Nebraska and a Ph.D. degree in genetics from Cornell University. He

has received numerous honorary degrees. Among these are: D.Sc. from Yale,

Northwestern, and Rutgers Universities; M.Sc. fron_ Oxford. Dr. Beadle is

a member of: Genetics Society of America/ American Association for the

Advancement of Sclenee; American Cancer Scientific Advisory Council; and

National Academy o/ Sciences Committee on Genetic Effects of Atomic

Radiation. He holds numerous awards. Among these are: the Albert Ein-

stein Commemorative Award (1958) and the E,rdl Christian Hansen Prize

of Denmark (1953). In 1958, Dr. Beadle was awarded the Nobel Prize for
research in medicine.

Along with many other academic institu-

tions, the University of Chicago is collaborat-

ing with the NASA in several areas of basic

research: in the physics of interplanetary

space; in the chemical analysis of samplings
from the surface of the Moon; and in meteor-

ology, through the development of sophisti-
cated instrumentation. We have in the

planning stage an NASA sponsored Space

Science Laboratory that is to be completed

within approximately a year. _Te are fortu-

nate in having one of the first NASA training

grants. At the Argonne National Laboratory,

which we operate under contract with AEC, we

also have a project on nuclear propulsion.

This collaboration, in all of its forms, has been

a highly satisfactory one from our standpoint.
The contribution of "academics" to the ex-

ploration of space may best be considered from

the perspective of various historical events. We
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might start 460 years ago in Poland and Italy

with Copernicus, who first proposed the helio-

centric solar system. A hundred years later,

Kepler, a German academic, worked on the

orbit of Mars for a sig_fificant part of his life.

Incidentally, he made several significant errors.

IIe started out at one _age thinking that the

orbit was egg-shaped, and after three rather

amazing errors, came out with the right answer.

Sixty-five years later, Newton's theories were
developed at Cambridge University. Some

centuries later, Michelson, Hale, Iiubble, and

others worked on the development, of modern
astronomical obsem'atories that laid the foun-

dation for current day research.

Rocketry itself has had a close associ'ttion in

several stages of its development with academic

institutions. During World War II a g'roup of

scientists and engineers at California Institute

of Technology were convinced that rockets
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were u_ful milit.try weapons that should be
developed. There was some reluctance on the
part of the military. Still, they grudgingly
supported work by these academics who de-

veloped the rockets that were used successfully
during the war. But, there was so little con-
fidence in the academic approach to a military
problem that, when the rockets were success-
fully developed, there were no production fa-
cilities. All U.S. rockets used in the war were

produced in makeshift facilities, in little shops
and garages around Pasadena.

Since then, there has been a rapid accelera-
tion of research and development. Govern-

ment support has become increasingly impor-
tant in all areas of science, including those
underlying the present space program. Ob-
viously, many of the areas of work that, are
fundamental to present space investigations
could never have been attacked without the

massive support of Government agencies.

Let us digress for a moment to consider
specifically some of the interests that biologists
have in _ace exploration. Start with the
proposition developed by nuclear physicists
and astrophysicists that there is a particular
evolution of tile elements. When conditions

are favorable, elements evolve starting with
hydrogen, then helium, then carbon and oxy-
gen. These are all inevitable changes when

the conditions are right.
This process of evolution does not stop with

the evolution of single elements. Under favor-
able conditions, simple compounds evolve.
These become more complex as conditions
change and interact, finally giving rise to
organic compounds. We believe now that there
is no break in this continuity from the evolu-
tion of hydrogen up through inorganic mole-
cules, simple organic molecules, more complex

organic moleculesmuntil finally organisms or
systems that we call "living" evolve.

We believe that this may have happened on

Earth several billions of years ago. But, when
this happened, the Earth was very different. It

had a reducing atmosphere, not an oxidizilag

atmosphere. In the absence of oxygen, the

organic compounds that slowly evolved were

stable. There were no microorganisms to tear

them down, and so they accumulated. Finally,

it is supposed that two characteristic molecules
of all living systems arose spontaneously, the
nucleic acids of the deoxyribo or ribo type, and
protein molecules. Once this happened, the
stage was set for simple living systems, perhaps
similar to the present viruses, to evolve.

In unraveling these events and describing
them, academics have played a significant part..
Recently, the detailed molecular stmlcture of
deoxyribo nucleic acid has been worked out by
Watson and Crick. All forms of life with

which we are familiar on Earth are basically
built of nucleic acids and proteins. We know
that our own biol%o'ical information system,

for example, is carried largely in the form of
nucleic acids. The content of a cell capable of
giving rise to a human being consists of about
five billion subunits strung together in a code
--essentially a set of directions that tell this cell
how to grow. The degree of miniaturization of
this information is astonishing. If all the
nucleic acid from the egg cells that gave rise
to all the people now on Earth were conected, a
cube about onereighth of an inch on a side
would be obtained. That is equal to the content
of about 3 trillion volumes, 500 pages per
volume, with 500 words per page.

On the basis of the Watson-Crick molecular

structure model, we now know more about the
replication of the molecule that is the basis of
all IMng organisms. We know how this
molecule is translated in the course of develop-
ment. Both the replication and the translation
of the information from this molecule to pro-
tein can be carried out in the test tube. We

know about the mutational changes that modify
the sequence of basic units in the code informa-
tion. This is the basis of evolution. We know

tile relation of radiation to this molecule, and
here we must face the problem of man in space
and possible dangers from high levels of radia-
tion.

What does all this have to do with space ex-

ploration? Simply, this: on Earth the inter-
mediate phases in this process are no longer in
existence. We do not have a proper setting for

the complex organic molecules that presumably

arise spontaneously when the conditions are

right. Nor do we have a reducing atmosphere,
and a similar source of energy in the form of

eleetricaI discharges or ultraviolet radiation.
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But the hypothesis can be tested experi-

mentally. It can, in fact, be shown under syn-
thetic conditions that these reactions do indeed

occur. However, we do not know whether

these are the only kinds of reactions that may

evolve into living systems. One of the interest-

ing ways of finding out is to search under con-

ditions where this same process, or at least, some

segments of this total process, must have oc-
cured.

Obviously, the place to look, as many have al-

ready pointed out, is on the surfaces of the

Moon, Mars, and Venus. We do not expect to

find any living creatures, as we know them, on

the Moon, and perhaps not many of the essen-

tial kinds of molecules. On the other hand,

depending on the history of the Moon, some

stages of this process may be present, and this

is an intriguing possibility that stimulates us
to want to know what is there.

Mars is more interesting. Conditions there
are such that it seems reasonable that some sort

of living system or systems is still in existence.

If they are not in existence, certainly there must

be some stages or remnants of these systems.

As others have reported, there is evidence, from

infrared spectra, of carbon-hydrogen bonds. It

is not clear that these are carbohydrates or

molecules of the kinds found in living systems,

but they could be.

Even Venus, despite its high tenlperature,

may show some of the stages in this process

of evolution of complex organic molecules that

are the precursors of present living systems.
Although the observed temperature is high, it

has not been shown conclusively that this is due

to thermal conditions. The temperature may

be a result of electrical excitation ; in actual fact

the temperature may not be as high as certain

microwave radiation data suggest.

Outer space has already been studied by bi-

ologist and chemists, llsing the cheaper method

of the analysis of meteorites--sometimes called

the poor man's satellites. For example, it has

been shown by mass spectroscopy that there are

hydrocarbonlike compounds in some meteorites.

Professor Calvin at the University of Califor-

nia. discovered, through ultraviolet absorption

techniques, evidence of a compound with an ab-

sorption spectrum like that of cytosine. This

is a pyrimidine compound of one of the four

nucleotides that make up the DNA chain in our

own bodies. This is a very significant finding.

It has been claimed by some that there are

structu_s that look like remnants of living be-

ings in some meteorites. There also are amino

acids in some of them. There is a very serious

question, however, as to whether these were orig-

inally present when the meteorites fell on Earth,

or whether they are due to contamination after

arrival. The evidence is increasing that they

are probably a result of contamination, though

the question is still an open one.
These have been some of the contributions

of academics to our understanding of space.

Obviously, in academic institutions we empha-

size basic aspects. In connection with an

NASA progwam we would hope to continue to

emphasize the basic research that in science

and mathematics underlies space exploration,

even though much of the basic research may

have practical application. How far we in

academic institutions go in the practical appli_
cation or how fast these applications are turned

over to industry and Government laboratories

to develop are matters that of considerabIe im-

portance. They could have a significant influ-
ence on the nature of the academic institution

and its future development.

We also have the very important function of

trMning the manpower required in a continuing

space-exploration program. Spending $4 bil-

lion a year will have a tremendous number of

consequences. It will require increasing

amounts of manpower, highly trained in the

basic science.s, to use such sums intelligently.

The demand for trained manpower in specific

areas will certainly influence, perhaps to a con-

siderable extent, the kind of academic institu-

tions that we develop in the next. few years.

The Government plays an important role in

providing large installations, such as the Jet

Propulsion Laboratory, the Center at Houston,

and others. The Government also assigns large

sums in support, of the kind of research and de-

velopmeng that has to be done in the space pro-

gram. No other single agency, no industry, no

academic institution, but only the Federal Gov-

enm_ent could possibly provide this support.

Industry does both applied and basic research.

It overlaps both Government and academic in-

stitutions, but. is primarily interested in pro-
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duction and applications. Academic institu-
tions, government institutions, and industry
form a kind of triangle, all contributing to the
total program. What we have to do is to be in-
telligent about the proper contributions from
these three components.

Many people have been discouraged about

Government support to academic institutions.
There may be reason to be discouraged in par-
ticular instances, but we must recognize that it
is a way of life that is here to stay. It is here
to stay because academic institutions could not
possibly do without Government support in sci-
ence areas. The problems involved in Govern-
ment support of academic scientific work are not
insoluble, if approached intelligently.

In academic institutions we have more than
science and mathematics to contribute to the

space program. There are going to be signifi-
cant economic consequences to this huge effort.
What are these going to be ? Who is going to
identify and measure them? To a considerable
extent, academicians will do so--economists,
people in business schools, and other social
scientists.

The whole problem of education in general,
not just the training of scientists, is one that
has to b_ faced. The policies that are being
evolved in NASA concerning education seem

to be very sensible. Policies are emerging that
provide strength in the university in a wide
area and that look not just to next year or the
next 5 years or 10 years when the first, man
lands on the Moon.

If we are to handle successfully the problems
facing us, we will have to develop more effective
communication among the three components
of the system--Government, industry, and
academic institutions. _Ve will also have to

evolve more effective means of collaborating

and communicating within the academic com-
munity. There are already some models. In
the midwest area there are 3'2 academic institu-

tions in the-Associated Midwest Universities,

an organization set up specifically to make use

of the facilities at the Argonne National Lab-
oratory.

Tlfis is a desirable development because no
one of these institutions can possibly afford the
facilities that are available in this national

laboratory. It makes sense_ therefore, for these

institutions to get together and use on a cooper-
ative basis the proton accelerators, rese_qrcrh
reactors, and many other facilities available in
this laboratory.

We are seeing more and more instances of
this kind of collaboration. Many large univer-
sities with research facilities share these with

smaller colleges. At several universities, includ-
ing the University of Chicago, there are pro-

grams of planned collaboration between groups
of small colleges and a major university--the

objective being to encourage the interest of a
student at the college level to continue into
graduate work. NASA seems at least willing
to look at suggestions as to how the program of
manpower training might be aided and
strengthened by some kind of cooperative ar-
rangement between large universities and their
collegiate neighbors.

In the relationships between industry and
universities there is also an increasing necessity
for communication. Many universities are en-
couraging the building up of industrial research

laboratories in close proximity. Stanford is a

fine example of this. As is well known, there is
spin-off from space exploration into industry;

however, there is also spin-off from academic

institutions into industry. Two examples are:

Polaroid which came into being as a result of

Land's experiments and Beckman Instruments

which grew out of the chemical experiments of
Beckman while he was at California Institute

of Technology.

This is going to happen increasingly and on
a wider scale. This reaction will be even more

effective if it is planned. In this planning,

academic institutions have a grea_ deal to con-

tribufe and a great responsibility.
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Introduction
By George L. Simpson, Jr.

It is my privilege to introduce Dr. Hugh L.
Dryden, Deputy Administrator of the National
Aeronautics and Space Administration.

Hugh Dryden was born on the Eastern Shore

of Maryland in 1898. He worked his way
through Johns Hopkins University, finishing
as an honor graduate in 3 years.

Under the influence of Joseph Ames, Hugh
Dryden went to work at the National Bureau of

Standards; he also continued his graduate work
at Johns Hopkins and received his Ph.D. degree

i_ 1919. Not long afterward he was named
Chief of the Aerodynamics section of the
Bureau of Standards. The essential pattern of
the man's work had been set: He had chosen his

field, fluid mechanics, there to carry on funda-
mental research in a context of application and
public policy. He pursued his course with rare
consistency; and there followed 2 full decades
of fruitfld work, especially in the areas of tur-
bulence, wind-tunnel design, the behavior of
airfoils and propellers at high speeds, and
boundary-layer phenomena. These were the

central areas of his work; their applications,
and their questions, are fresh today as we
approach ever faster speeds, more intense heats,
and higher altitudes.

In 1934, Dr. Dryden was named Chief of the
Bureau's Mechanics and Sound Division. Dur-

ing World War II he worked on a wide variety
of war programs; among these was service as
Deputy Scientific Director of tile Bureau of
Standards. In 1947 he became Director of

Research of the National Advisory Committee
for Aeronautics, an organization with which he
had always worked closely ; and in 1949 he was
named Director of NACA. He served in this

position until 1958, when the Nation's space and
aeronautical effort--except for military pro-

grams--were brought together in the National
Aeronautics and Space Administration. At
this time, Dr. Dryden became Deputy Adminis-
trator of an organization that had suddenly
developed large requirements in nonscientific as
well as scientific fields.

Hugh Dryden has published perhaps 100
articles of distinction; he was the first Amer-

ican to deliver the Wright Brothers Lecture
before the Institute of the Aeronautical Sci-

ences. He has received at ]east 10 honorary
degrees and an impressive number of medals
and awards--the latest of these is the Rocke-
feller Service Award.

In reviewing the career of Hugh Dryden, I
am reminded most of all of a statement that

Henry L. Stimson, retiring as Secretary of the
Army, made not long after the end of World
War II. Mr. Stimson pointedly reminded the
American people that tbey were extremely for-
tunate to have had available, in time of great
need, a man such as George C. Marshall--a man
who had persevered in the public service; who

had not become discouraged in times of little
money and less public interest ; a man who had
kept his standards of work and character high ;
and who, therefore, was ready at the time of
crisis and special need. It seems to me that
Hugh Dryden has been such a man ; he has per-
petuated this pattern that is essential to this
Nation. Of this I am certain : at NASA, Hugh

Dryden occupies a special place of respect and
regard; a position not assignable, for it rests
upon scientific distinction and personal
integrity.
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8.The,RoleoftheUniversityinMeetingNationalGoalsinSpace
Exploration

By Hugh L. Dryden

The last half century has brought forth a suc-
cession of new technologies, sparked by
advances in scientific knowledge but brought to
maturity by the interaction of scientists and

engineers in an environment of national needs
for national defense or social and economic

development. I need only mention the tech-
nologies of aeronautics, communications, radar,
nuclear energy, and, now, space. These sci-
entific and technological developments have
affected our individual lives as citizens and as

professional men and women, and our social
institutions, including universities, industry,
and other segments of the Nation, as well as
government itself. Our international relations,
our social and economic development, our mili-

tary strength--all have been profoundly modi-
fied by the powerful forces of science and

technology.
It is my purpose to discuss the role of the

university in our present-day environment, spe-
cifically its responsibilities in space exploration,
the responsibilities of NASA, and our joint
responsibility for promoting the national
welfare.

What is the role of the university today?
There is, I think, general agreement that the

university's primary objectives are the educa-
tion and guidance of students and the promo-
tion of scholarly and scientific inquiry. The
ideal university is a community of scholars
engaged in research and teaching. In particu-
lar, graduate education at its best rests on
research, the students learning as apprentices
to teachers engaged in advancing knowledge in
their professional field.

Yet to state these principles is not to provide

a sufficient basis for determining the role of a

university. Better than I, college officials and

faculty members know that this statement of
principles merely indicates where the univer-
sity's ultimate identity and integrity lie ; it does
not indicate how this state of affairs is to be
achieved in the modern world.

So many at least superficially contradictory
demands must be met: the requirements of

teaching our swollen enrollments as opposed to
those of research; the desire of the individual
scholar to wend his solitary way as opposed to
the rising tide of programatic and team work;
the necessity, from an institutional point of

view, for drawing a balance between scholarly
withdrawal--from which perspective may be

gained--and an involvement with on-going life
that provides both intellectual stimulation and
humane feelings.

The truth is, of course, that in the modern
world the university must--for its own sur-
vival, and I think for the survival of all that
we hold dear--face both inward and outward;
it must somehow contain the contradictory
forces that threaten to tear our world apart.

Because of this, university administration and
faculty members bear one of the most difficult
burdens of our time. We in NASA--sharing

many of the same problems--are aware of this
fact ; and our aim is to remain aware of it in all
of our activities.

In a Commemoration Day Address at the
Johns Hopkins University on Febr_mry 22,

1936, Isaiah Bowman presents this picture of a
university which is, I think, equally applicable

today :

A university is like a state in the variety of the forces
that determine its life: clash of divergent opinion,

power to inspire men with exalted purpose, association
of distinctive personalities, ordered procedure in a self-

governing system, financial perils, and even treasury

crises. A citizen in a university-state is not a recluse
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treading daily a well-worn path of routine. True, he

may deal one day with quite petty details of courses

and classes ; but the next day finds him standing, as it

were, on the rim of the universe, analyzing the spectrum

of a beam of starlight that left its remote source two

hundred million years before the tree-dwelling pre-

cursors of man passed their first anxious nights on

the ground. The range of the university's interest ex-

tends from microscope to telescope, from a student's

minute personal problem to the nature and impact of

social forces that are rocking the world.

I suggest that the exploration of space is a

social force which is rocking tile world. I feel

no hesitation whatever in saying that the uni-

versity cannot ignore this force, that it has an

inherent responsibility entirely apart from any

thought of governmental support to contribute

to this major task. Like the small nations of

the world which may never launch a satellite,

but which must find ways of participation in

space exploration, the smallest university must
contribute some of its intellectual resources and

active interest. Again quoting from Bowman :

To keep research In pure science in the University

actively related to social needs and national strength

is a duty which cannot be evaded. Pasteur's dream of

a private research institute was interrupted again and

again by waking realities. There was a national need

for knowledge about the silkworm disease and for an

understanding of the fermentation problem. His flam-

ing sense _of social responsihility was the source of en-

ergy and inspiration in his attack upon national prob-

lems. As men of privileged education we are not

being trained and equipped for isolated and protected

living, playboys in the land of dreams.

Our educational institutions bear a maior re-

sponsibility for the success of our national ef-

fort to explore space. Our universities and

colleges are called upon to produce a body of

scientists and engineers of unexcelled compe-

tence. Some of these graduates will enter gov-

enlmental service with NASA and other agen-

cies participating in the space progTam; some

will join private research organizations and in-

dustrial corporations; but some must remain at

the universities where they continue to advance

knowledge and produce new talent. This last

function, as previously mentioned, should re-

ceive high priority. The government labora-

tory, industry, the research foundation, all are

users of creative and talented men without re-

producing this vital national resource. The

university alone is the producer of new

engineers and scientists.

The university is not only a center for the de-

velopment ofmen with eager, trained, self-

starting minds but also a center of creative

activity in research. The Summer-Study Com-

mittee on NASA/University Relationships of

the Space Science Board of the National Acad-

emy of Sciences points out that

. , , the opportunities for developing new fundainen-

tal knowledge and technical applications may very

well equal or exceed those which have existed in the

atomic and nuclear physics fields during the past thirty

years .... A vigorous academic program in all appro-

priate aspects of the space endeavor must be developed.

Such a program must enjoy a visible relationship to

that of the federal establishment itself; but it is of

utmost importance that it preserve the es_ntial vir-

tues of universities--a devotion to scholarly and scien-

tific inquiry, a primary concern for the guidance and

education of students, full freedom of discussion and

publication, and essential autonomy in the formulation

of research objectives and of programs of work di-

rected toward such objectives.

Other aspects of the independent role of the

university in the environment of a national pro-

gram of space exploration will be discussed sub-

sequently. Consider now NASA's specific needs

for assistance from the university community.

The NASA program comprises four main areas

--space sciences, manned space flight, applica-
tions of earth satellites to communications and

meteorology, and advanced research and tech-

nology. What help do we expect to get from the

university in each of these areas ?

The term "space sciences" is a shorthand ex-

pression to describe investigations in any field

of science carried out by apparatus carried into

space by sounding rockets, earth satellites, and

lunar, planetary, or interplanetary probes.

Sometimes the term is extended in meaning to

include laboratory or earth-based observations

related to the flight experiments. The fields of

science included are, in the main, astronomy and

solar physics; geophysics, including aeronomy,
ionosphere physics, and energetic particles and

fields; interplanetary investigations; lunar and

planetary investigations; and biosciences.

The NASA program in space sciences is being

built on the participation by the competent

scientific community. It is freely recognized

that. the U.S. would have no space science pro-

gram worth talking about if at least some of the
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most competent scientists of the Nation were

not deeply involved in it. The importance of

the creative activity of the individual working

scientist in the program is paramount. It is

necessary to make use of scientific competence

wherever that competence may be found. Al-

though there is significant participation by

scientists within NASA, scientists in other gov-

ernment agencies, in the industrial community,

and the international scientific community, the

major element in the _articipating scientific

community is the university community of the
U.S.

The university scientist who participates in

satellite and space-probe experiments finds an
environment different from that to which he has

become accustomed. Traditionally, a scientist

conceives an experiment, builds the apparatus

himself or has it built under his supervision in

the university shop or by contract, carries out

his cxperiment, analyzes the data, and publishes

his results. This relatively simple procedure

is not possible in satellite and space-probe ex-

periments, although a fair approximation to it

is feasible for experiments with small sounding

rockets. Satellite launching requires large

rockets, special launch sites, a worldwide track-

ing and data;acquisition network, sharing by

many experimenters in a single flight, and a

large team of cooperating specialists. The

scientist becomes involved in scheduling his

work to meet a flight date, once that date is set.

His apparatus must be engineered to meet se-
vere environmental requirements of vibration,

temperature, exposure to radiation and charged

particles, and so forth. Some universities are

able to provide this service; others must depend

on industrial help. Thus, the role of the univer-

sity scientist often reduces to concept of the

experiment, development of laboratory proto-

types of the equipment, analysis of the data and

publication, plus participation in a large team

to design the actual satellite, launch it, and re-

ceive the data. NASA policy is to support the

tradition of responsibility and freedom of the

experimenter to the maximum extent consistent

with the nature of the operation. Selection of

experiments to be flown is made by a Space

Sciences Steering Committee composed of

scientists and engineers in NASA Headquarters

who are not contenders for payload space and

who have the advice and guidance of outside
consultants.

In the space sciences area, NASA supports

by grants the development of scientific and

technical information in areas broadly related

to space science as well as specific project tasks.

Examples of current specific tasks are: de-

velop, construct, and test: four magnetometer
instruments suitable for use on a satellite to de-

teiTnine the magnitude and direction of the

earth's magnetic field and analyze telemetered

data from the instrument; design, construct,
and test a Cerenkov counter and associated cir-

cuitry to measure the energy spectrum of high-

energ 3- gamma rays; test and calibrate the

equipment by synchrotron or balloon tech-

niques, and assemble instrument packages

suitable for use in satellites. Examples of

broader tasks in areas related to space science

are: research in solar and cosmic-ray physics;

theoretical research on low-energy electronic,

ionic, and at_)mic impact phenomena; and the

magnetohydrostatics of the magnetosphere of
the earth and problems in theory of orbits of

space vehicles.
In the field of advanced research and tech-

nology not directly connected with the flight

program of sounding rockets, satellites, and

space probes, NASA is interested in and sup-

ports a wide range of research activities from

basic research to technological applications,

from theoretical investigations to laboratory

experiments. Some are related to problems of

immediate operational concern; others en-

deavor to extend the present limits of knowl-

edge and broaden the research capabilities
available for such extension. Our quarterly

program report for July 1, 196o_, shows about

450 active grants and research contracts. A
few of these are related to the manned space

flight and the applications program of NASA

but the majority are in the fields of advanced

research and technology and space sciences.

Although NASA does place demands for di-

rect assistance on the universities, we consider

that we have an obligation to conduct the space

program in such a way as to help strengthen

the university. We wish to work within the

existing university structure rather than to set
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up independent contract-operated activities

that tend to draw the university research sci-

entist or engineer away from the teaching of

students in the course of the research he per-

forms and directs. We seek to share in a joint

responsibility to add to our national strength.
It is clear that NASA cannot meet all the de-

sires or even needs of the universities or mount

a program of general support to education.
We have neither the responsibility nor the re-

sources to do this. But like tile logger who has

a responsibility of replacing for the future the

trees which he harvests, NASA, as a user of

university-trained talent, has an .obligation to
carry a fair share of the load of replacing the
resources consumed. The universities must

bear their share of responsibility for the success

of the space program, as previously discussed,
and must, allocate an appropriate fraction of
their own material and human resources to the

effort. But NASA stands re_dy to invest sub-

stantial resources in partnership with the

university.

Thus, in addition to direct project support,

NASA initiated in fiscal year 1962 a program

of enlarged scope for utilizing more fully the

abilities of our universities. The program is

frankly NASA-oriented but planned in such

a manner to recognize the acute needs of the

university as well. In brief, to meet the space

program needs, we are proceeding to strengthen

university participation in four ways: (1) to

utilize university resources for specific research

projects under grant or contract as appropriate ;

(2) to encourage the establishment of inter-

disciplinary groups for research in broad areas

to be supported by grants; (3) to support the

training of people in the field of space science

and technology through grants; and (4) in

certain cases to provide research facilities.

The first method is the traditional support

of projects; the other three are new so far as

NASA is concerned. The broad grants are in-

tended to encourage the establishment of

creative multidisciplinary investigations, the

development of new capabilities, and the con-

solidation of closely related activities. As will

be discussed subsequently, multidiseiplinary is

here intended to include not only cooperative

effort among branches of the physical sciences

but also between physical and biological sci-

ences and with some participation from the

social sciences, all as appropriate to the selected

broad areas in which a given university pos-

sesses high competence.

The third method comprises research train-

ing grants to increase the supply of scientists

and engineers in space-related science and tech-

nology. It has been estimated that by 1970 as
many as one-fourth of the Nation's trained

scientific and engineering manpower will be en-

gaged in space activities, although I cannot con-

firm the accuracy of this estimate. For

planning purposes only, we have suggested as

a goal the support of about 4,000 graduate stu-

dents per year in 150 qualified universities, to
yield an annual output of about 1,000 new

Ph. D.'s in space-related fields. In _lecting

universities, we consider such factors as accredi-

tation ratings, resources, previous and current

efforts in developing research activity in the

space sciences, location and extent to which the

region already is provided with advanced train-

ing opportunities, and so forth.

The fourth method is the pro¢'ision of grants
for facilities in certain cases. Consideration is

given to the urgency of the need, the nature

and extent of the university's involvement in

space-related research, the relative importance

of the research to the national space program,

the demonstrated competence, past achieve-

ments, and potential future accomplishments

of the research groups, and similar factors. In

general, we attempt to consider a total univer-

sity situation and use an appropriate mix of the

several methods for the specific circumstances,

subject of course to the total resources available

for the program.

In FY 1962 the commitments for the support

of project research at universities were of the

order of $28 million and the estimate for FY

1963 indicates an increase to about $55 million.

A few interdisciplinary grants date back to FY

1961. In FY 1962 eleven such grants were

made, amounting to a total of about $3]/_ mil-

lion. Training grants were made to ten in-

stitutions amounting to a total of about $2

million, and facilities grants to five institutions

amounting to $6½ million, all of which have

existing interdisciplinary activities. This total
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of $19 millionfor the lastthreecategorieswill
be increasedto about $30 millionin FY 1963.

The many proposalson hand areunder evalua-

tionat the presenttime. We recognizethata

largereffort,needstobemade and hope tomove

toward thedesirablegoalsinsucceedingyears.
In recognizingthe separateresponsibilities

and specialized interests of the universities and

NASA and their interrelationships, we cannot
forget other parties at interest in the space-
exploration program. The major fraction of
the effort, as measured by dollar value or man-

power, is conducted under contract by private
industry. There are many aspects of univer-
sity-industry and NASA-industry relations
which lie outside the province of the present
discussion. Here we note only that NASA, the
universities, and the aerospace industries have
a collective responsibility for the conduct of the

space program.
This collective responsibility goes far beyond

that for the success of the technical aspects of

the program, if the greatest benefit to the Na-
tion is to be realized. We have previously dis-
cussed at some length the conduct of the
program in such a manner as to strengthen the
universities as an element of national strength.

Similar conditions apply to the aerospace in-
dustry, but our obligations extend further to
every aspect of our social, economic, and po-
litical life.

Space research and development, like the
predecessor fields of rapid scientific and tech-
nical advance at the frontiers of knowledge--
aeronautics, electronics, and nuclear research
and development_produce corollary benefits
in the form of new knowledge, new prod-

ucts, new methods, and new materials which
can be employed in the development and manu-
facture of countless articles for human use. In

the past the transfer process proceeded in a
laissez-faire manner at a relatively slow pace.
We believe that it is incumbent on all of us to

try to accelerate this process. We have sug-

gested that universities participate in promot-
ing wider use of the information obtained by
associating members of the faculties in eco-

nomics, business administration, and political

UNIVERSITY

science in the activities of the interdisciplinar T
groups.

It is our feeling that the universities shouhl
go st.ill further to assert leadership in attacking
the totality of problems affecting the welfare of
man within their sphere of influence, whether
this be a community, a region, or the entire na-
tion. Abraham Horwitz, in discussing "The
Changing Scene in Latin American Medical
Education" in the Journal of Medical Educa-

tion for April 196_, made some observations
which, in the following paraphrased form, are
applicable to the current situation in the United
States: There is a new spirit abroad in the
U.S. today, a spirit imbued with the determina-
tion to create more wealth, to distribute it more

equitably, and to promote the well-being of
man. The focal point of this signal endeavor
should, we believe, be the universities for the
primary need is for experts to put to work the
capital that will be invested in systematic pro-
grams. Equally pressing is the need for a
deep and searching examination of the prob-
lems that beset us and the establishment of the

procedures for their solution. A debate of this
kind can best be carried on in the university,
which is wedded to the free examination of all

problems affecting the life of man in society,
and where culture, in the sense of perfection of
man, has its wellspring ....

In summary, all of us who participate in the
conduct of the space-exploration problem should
endeavor to discharge our task in the light of
these broader considerations of human welfare.

The university has a unique opportunity, not

only to perform basic research and train new

talent in new areas of science and technology

and to carry a large share in the scientific as-

pects of the space flight programs, but also to
provide leadership in the wide discussion and

practical solution of the broader aspects of ex-

tracting from our space effort the greatest pos-
sible contributions to human welfare within its

sphere of influence. For its part NASA is at-

tempting to give due consideration to its re-

sponsibility in these major questions of the

social impact of the space program.
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SUMMARY

Five questions of general interest are answered

briefly: (1) What is radar astronomy? (2) How does

radar astronomy differ from radio astronomy? (3)

What constitutes a radar astronomy observatory? (4)

What can be learned by pursuing scientific and en-

gineering research in the field of radar astronomy?

(5) Should radar astronomy receive serious academic

support ?

INTRODUCTION

At 2000 hours GMT on November 12, 1962,
Venus will approach within 24.9 million miles
of Earth, thereby providing radar astronomers
with another opportunity of exploring our
nearest planetary neighbor. The last inferior
conjunction of the Earth and Venus occurred on

April 10, 1961, very nearly 19 months ago.
During the last opportunity, five different or-
ganizations in three different countries gath-
ered and published data (Ref. 1-5) relative to
a radar-derived value for the astronomical unit

which were in very close agreement. It is
hoped that these and other organizations will
be able to participate in this year's experiments.

In general, the objectives for such experi-
ments are to improve the accuracy of the astro-
nomical unit, to investigate further the nature

of the surface of Venus as determined by the
reflectivity of its surface, to determine whether
Venus spins on its axis, to determine its rota-
tional speed, and to determine the orientation
of the planet's spin axis. However_ before
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elaborating on the subject of planetary radar
astronomy, let us define radar astronomy in
general.

WHAT 15 RADAR ASTRONOMY?

Webster's dictionary defines radar as "a
radio detecting device that emits and focuses
a powerful scanning beam of ultra-high-
frequency waves and establishes through recep-
tion and timing of reflected waves the distance,

altit_de, and direction of motion of any object
inthe path of the beam unhindered by darkness,
storm, cloud or fog." It also defines astronomy
as "the science which treats of the celestial

bodies, their magnitudes, motions, constitution,
etc." Combining these two definitions, then,
radar astronomy would be a science that treats
of the celestial bodies and investigates their
magnitudes, motions, constitutions, etc., by
radar.

Another possible definition of radar astron-

omy is "a science that investigates celestial
bodies in our solar system by comparing the
instantaneous form of a reflected radio wave

--that is, its amplitude, frequency, phase, and

polarization--with that of the transmitted
radio wave." Any differences, except for the

normal reduction in average amplitude due to

distance, are commonly identified as signal dis-
tortion. To the communications engineer, dis-

tortion of his transmitted waveform by random
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multipath phenomena or signal fading is a

very. undesirable occurrence, and he labors dili-

gently to design a radio link which is as nearly

free of distm'tion as possible. A typical radar

engineer is primarily interested in measuring

true time delay of his transmitted waveform,

and any other form of distortion is objection-

able because it reduces the accuracy of his
range measurement. The radar astronomer, on

the other hand, is delighted to find his trans-
mitted waveform distorted because it is the

distortion components of the waveform which
contain the desired information about the

celestial bodies of interest.

To broaden the scope of his field of investi-

gation the radar astronomer has included as

extraterrestrial targets anything that reflects

a radio signal. Therefore, we find that there

are "hard" targets, such as the Moon and the

planets, and "soft" targets, such as ionospheres,

atmospheres, solar corona, meteor trails,

comets, etc. For the sake of completeness our

definition of radar astronomy should include

both "hard" and "soft" targets.

HOW DOES RADAR ASTRONOMY DIFFER

FROM RADIO ASTRONOMY?

The most important distinguishing differ-

enee between radar astronomy and radio as-

tronomy is that radar astronomy signals initiate

from an Earth-based man-made transmitter,
and their basic characteristics such as wave-

form, bandwidth, and polarization are selected

and controlled by the experimenter; whereas

radio astronomy signals are generated extra-

terrestrially by some natural phenomena in the

universe, and their characteristics are usually
like those of thermal noise.

If we examine the types of measurements
made by radio and radar astronomers, we find

that radio astronomers measure such things as

the size, position, brightneas, radio spectrum,

distribution, and polariz*ition of radio sources

in the sky and on the Sun; whereas radar as-

tronomers, on the other .hand, make measure-

merits of range, velocity, radar cross-section,

bandwidth and shape of the radio spectrum,

echo power as a function of delay of echo spee-
trmn as a famction of delay. The radio as-

tronomers, of course, have many more sig_ml

sources outside the solar system than inside;

whereas radar astronomers will probably al-

ways have to restrict their activities to targets

within the solar system.

IIowever, to the outside observer a radar

astronomy facility may look very much like a

radio astronomy facility. This is due to the

fact that they both employ large, steerable

parabolic-reflector antennas. For targets near

the Earth the_ antennas may range from a few
feet in diameter to 20 or 30 ft; whereas for

extreme-range targets it is advantageous to use
antennas with diameters of 60 to several hun-

dred ft. Radio and radar astronomy receivers

are a lot alike in that they must possess very

Stable gain, bandpass, and noise temperature

characteristics. However, they may differ quite

drastically in predeteetion bandwidth if the
radar astronomer chooses to transmit a narrow-

band signal.

WHAT CONSTITUTES A RADAR ASTRONOMY

OBSE RVATORY?

One way of answering this question is to de-

scribe the Goldstone observatory, which is lo-

cated in the Mojave desert about 1'20 miles

northeast of Los Angeles. The Goldstone

Tracking Station is part of the Deep Space

Instrumentation Facility (DSIF), which is

managed and operated by the Jet Propulsion
Laboratory for the National Aeronautics and

Space Administration. At the time of the last

Earth-Venus conjunction, in April 1961, its

two 85-ft-diameter antennas were not being

utilized to track deepspace probes, and the:}"

were made available to a small group of JPL

research engineers and scientists to perform a

radar experiment using Vensus as a target. As

mentioned earlier, the JPL Venus radar experi-

ment was one of five performed during the in-

ferior conjunction of 1961. Other radar ex-

perinaents were performed by the Lincoln

Laboratory of MIT, the University of Man-

chester Jodrell Bank Station in England, RCA,

with 't ballistic missile eariy-warning radar,

and the Soviet Academy of Sciences. Since

JPL was the only one of the five organizations

to utilize two antennas, the observatory to be

described will differ in this respect from the

others. However, during the November 196'2
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Earth-Venus conjunction, JPL is using a single

antenna because two large antennas could not

be made available by the DSIF during this time

period due to the need to track Mariner 2 on its

way to Venus.

Figure 9-1 is a map showing the location of

\,,..NEVADA

AIR FORCE _ii_ \
BASE _ "\

/ _ _._CAMP IRWIN '_

/ _ VlCTORVILLE

JPL_ _

L_ "SAN BERNARDINO 4

I_G_E 9-1.--JPL-Goldstone map.

the Go]dstone Tracking Station with respect to

Los Angeles and JPL. It is 45 minutes from

Los Angeles by plane, or 3_ hours t)y auto-
mobile. This site was selected because it. is

remote from civilization, the closest town, Bar-

stow, being about 40 miles away.

Figure 9-2 is an aerial view showing the
barren nature of the desert, site and the hilly

terrain, which has been utilized effectively to

provide additional isolation from man-made rf

interference. The first equipment was in-
stalled in the latter half of 1958 in a bowl-

shaped area and was used initially for receiving

only; hence, it was called the receiving site.

Later, when it. was decided that JPL should

participate in Project Echo, a transmitting an-
tenna was located seven miles from the receiv-

ing site and isolated from it by hills to reduce

rf coupling. The lake in the foreground of

figure 9-9 is Goldstone Lake, a dry lake which
has be_n converted to an air strip.

FIGURE 9-2.--Goldstone tracking station.
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Figure 9-3 is a photograph of the 85-ft hour
angle-declination (HA-Dec) antenna located at
the receiving site. The antenna was initially
designed for radio astronomy use, and several
of them are being utilized for this purpose by
various organizations at the present time. The
HA-Dec mount was selected because the princi-
pal use of the antenna by the DSIF is for
tracking deep-space probes which move very
slowly in celestial coordinates.

CONTROL BUILDtNG-_ FEED SE:RV]CER-"

\

FIGURE 9-3.--85-ft. diameter Goldstone hour angle-dec-
lination (It&-Dec) antenna.

Figure 94 is a photograph of the 85-ft Gold-
stone transmitting antenna which was installed
during the latter half of 1959 and used for Pro-
ject Echo in mid-1960. The azimuth-elevation
mounting arrangement was chosen to provide
additional flexibility for experimental satellite
communications and to serve as a prototype for
a still larger steerable antenna presently under

study for deep-space communications work. A

FIGURE 9-4.--85-ft.-diameter Goldstone azhnuth-eleva-

tlon (Az-E1) antenna.

microwave relay connects the two sites, and
either antenna may be slaved to the other by
means of a digital coordinate converter and

digital servo drive system. Both antennas are
equipped with digital readouts. (Table 9-1)

TABLE 9-I.--Venu8 Radar System Pa_rameters

Unmodulated transmitter power (12.6
kw) .............................. + 71 dbm

Transmitter antenna gain ............. +53. 8 db
Transmitter line loss ................. --0. 3 db

at 31 million miles .............. --84 db
4,R _

Power intercepted by Venus ........... + 40. 5 dbm
), z

-- at 31 million miles .............. --255 db
4_rR

Apparent reflection and propagation loss_ -- 9 db

Receiving antenna gain ............... + 53. 5 db

Typical received signal level ........... --170 dbm

Receiver threshold (T=60°K, BW=I --181 dbm

cps).
Typical signal-to-noise ratio ........... + 11 db

Table 9-I shows the basic parameters of the
Goldstone radar for detecting a Venus radar
echo. With an unmodulated transmitter

power of 1_.6 kw or + 71 dbm, a transmitter an-
tenna gain of 53.8 db, and a transmitter line
toss of 0.3 db, the power intercepted by Venus
at a distance of 31 million miles is approxi-

mately 10 watts or +40.5 dbm. If the ap-
parent reflection and anomalous propagation
loss is 9 db and the receiving antenna gain is
53.5 db, then the received signal level is ap-
proximately 10-2° watts or -170 dbm. If the
receiver has a threshold of - 181 dbm, based on

a noise temperature of 60°K and an effective

bandwidth of 1 cps, a typical sigual-to-noise
ratio will be approximately 11 db. For a

change in range from 26 million to 37 million
miles, obtainable over a period of about two
months, the signal-to-noise ratio will vary from
14 to 8 db, respectively. The effective band-

width of 1 cps was obtained with a predetection
bandwidth of 25 cps and a postdetection inte-

gration time of 68 seconds. The temperature
of 60°K was obtained using a maser followed
by a parametric amplifier.

Several different transmitted waveforms

were used during the experiment to gather dif-
ferent types of information. Figure 9-5 is a
block diagram of the configuration used for

measuring signal level. The receiver operates
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FIGURE 9-5.--Radiometer block diagram.

very much like a switched radiometer except
for the fact that tile transmitter (instead of the

receiver) is switched on and off to permit the

receiver to difference signal-plus-noise with
noise alone.

WHAT CAN BE LEARNED BY PURSUING SCIEN-

TIFIC AND ENGINEERING RESEARCH IN THE

FIELD OF RADAR ASTRONOMY?

Before attempting to answer this question,

let us examine what has been accomplished to

date, and in this way arrive at a plausible pre-

diction as to what may be accomplished in the

future by radar astronomy. Figure 9-6 is a

graph showing the astronomical unit in mil-
lions of kilometers as a function of time in

years beginning with the year 1900 (Ref. 6).

All of the determinations through 1953 were

determined by classical astronomers using opti-

cal techniques. Based on these results the In-
ternational Astronomical Union decided that

the best figure for the astronomical unit should

be 149.5 million km, shown by the heavy black

ASTRONOMICAL_
UNIT, KM x IOb

149.8

149.7 .......

149E --

= e D

149A

1492

YR 1900 1920 1940 1960

FmVaE 9-6.--Determination of the astronomical unit.

_ _ / JPL. 1961

+I +I +I

io-3 T64 TSs
CHANGE RELATIVE

TO t49.50

eAOAe ASreONOMr

line. Beginning in i958 the new determina-

tions were obtained using radar methods. In

spite of the small probability of error associ-
ated with the radar determinations in 1958 and

1959, it is generally agreed based on the 1961
data that the new value for the astronomical

units as determined by radar means is very
close to 149.6 million km. The Lincoln Lab-

oratory of MIT and Jodrell Bank, which per-

formed the earlier experiments in 1958 and

1959, respectively, have now decided, based on

their 1961 results, that the earlier determina-

tions were in error and should be disregarded

(Ref. 2, 3). As may be seen from the graph,

the change from 149.5 to 149.6 million km rep-

resents a change of _ of a part in l03, or

0.067%. It may also be observed that only one

pre_dous determination of the IAU agrees with

the radar measurement. This previous deter-

mination was made by Brower in 1948, based on

perturbations of the orbit of the Moon (Ref. 6).

If we examine the region around 149.6 km in

more detail and compare the measurements
the results of their Venus radar measurements

mad_ by the five organizations who reported on

we find, in Figure 9-7, that there is very close

CALIFORNIA mINSTITUTE OF TECH

MASSACHUSETTSINSTITUTE OF TECH

RADII CORPORATION !_OF AMERICA

UNIVERSITY OF

MANCHESTER __

SOVIET ACADEMY
OF SCIENCES _i _

' I ' ' I ' I

KM X I05 149,595 149,600 ;49,605

FmtmE 9-7.--Radar measurement of astronomical unit

in April 1961.

agreement indeed. The average of these values

falls very close to 149,598,300 km for the value
of the astronomical unit as determined by radar

measurements made during the April 1961 in-

ferior conjunction.

Although we usually think of a radar as

measuring only angles, doppler, and range, the
instrument is much more versatile. As men-

tioned earlier, if we chose the correct waveform
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to transmit and examine carefully the differ-
ences between the transmitted and received

waveforms, a great deal can be learned about

the nature of the target. For example, when

a line spectrum was transmitted to Venus on

April 91, 1961, the signal returned doppler-

broadened with the shape shown in figure 9-8.

The waveform was apparently modulated by

NORMALIZED
POWER
SPECTRAL
DENSITY IN

I
c'Fs

1.0-

0.8- j0.6

_- 3 DB BANDWIDTH = 9 CPS

0.4-

0.2-

0
FREQLIENCY,CPS 120 160 200 240

FxgtmE 9-8.--Ven_-reflected signal, April 21, 196].

SPECTRAL ANALYSIS USING
SPECIAL AUTO-CORRELATION
COMPUTER WITH
NON-SYNCHRONOUS RECEIVER
INTEGRATION T1ME I HR 23 MIN

I0_ _ _ _IDTH- 27pT_CPS

the planet in both amplitude and phase, result-

ing in a spectrum whose 3-db bandwidth was 9

cps and whose 10-db bandwidth was 27 cps

after an integration time of 1 hour and "23min-

utes. Several. of these spectrograms were

recorded during a period of three to four weeks

and were compared and analyzed. Small
variations in bandwidth and spectral shape

were noted, but much more data are required
before definite statements can be made about

rotational speed, axis of rotation, or nonuni-

formity of radar reflection characteristics as a

function of Venus longitude.

From the measurements of the strength of

the reflected signal (see Table 9-11), it was
determined that Venus is a much better radio

reflector than the Moon at kilomegacycle

frequencies, having an apparent radar cross-
section of about 11% of its geometrical cross-

section as opposed to about 2z_% for the Moon.

The radar cross-section is labeled "apparent"

since it is calculated assuming no additional loss

over the free-space loss normally expected on

the trip to and from Venus.

The results of a polarization reversal test in-

dicated that Venus has a surface roughness

comparable to that of the Moon when the

roug]mess is of the order of the wavelength

of the radio frequency signal. This test was

performed by reversing the polarization sense

of one of the antennas and noting that the

sigaml level decreased by approximately 12 db.

Ill similar experiments on the Moon, mis-

matched polarization produced a signal ap-

proximately 11 db below that produced with

matched polarization, very nearly the same as
that for Venus.

TABLE 9-II.--Scientific Results of Venus

Experiment

1. Astronomi- 149,598,500 Time of flight

cal unit. -4-500 km. measurement.

2. Venus Apparent radar Signal strength

surface, cross-section measurement.

11% +2%of

geometric
cross-section.

Small-scale Circular-wave

roughness depolarization

similar to measurements

Moon. and rotatable

linear

polarization

measurements.

Spectral

measurements.

3. Venus rota- 200-400 Earth

tion rate days suggests

and axis trapped rota-

orienta- tion of 225

tion. days.

For the future it should be possible to refine

the astronomical unit using radar methods at

least to the same accuracy as we know the velo-

city of radio propagation in interplanetary

space. When sufficient radar data become
available to define the Earth-Venus distance

over a complete cycle, it should be possible to

combine radar and optical data in such a way
as to derive new and more accurate heliocentric

ephemerides of Venus and the Earth-Moon

system.

Careful measurement of echo spectra will

definitely permit us to refine our present esti-
mate of the rotation rate of Venus and the

orientation of its axis. For example, Figure

9-9 is a graph showing the calculated limb-to-

limb bandwidth of a Venus echo spectrum as

a function of time for the period around Earth-

Venus conjunction in November 196.2. For a

synchronously rotating Venus, which ahvays

presents the same face to the Sun, the band-
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FIGURE 9-9,--Maximmn b-_ndwidth spread vs time,

width would i_crease before conjunction by

more than a factor of 2 in 6 weeks and decrease

after conjunction by the same amount. On the
other hand, if Venus has a retrograde rotation

with a 150-day period (see also figure 9-1)_ the
bandwidth would decrease significantly before

conjunction and increase after conjunction.

Temporal variations in spectral characteristics

and in apparent radar cross-section may even-

tually tell us whether the surface is uniform
or whether it has oceans or land masses like the

Earth.

With increased power we should be able to

establish radar contact with Mercury_ Mars, and

even the planet Jupiter. Figure 9-10 shows the

range from the Earth to Venus in millions of
kilometers as a function of time in years. On

April 1961 Venus approached within 26 million

miles of the Earth. Inferior conjunction of

Venus and the Earth will occur again in Novem-

ber 1962 and continue to occur every 19.2

months thereafter. Using the information al-
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FIQURE 9-10.--Radar detectability of Venus with Gold-

stone-type radar.

ready gained about the characteristics of the

radio signal reflected from Venu% it is now pos-
sible to track Venus for six months out of every

19-month period without making any further

improvement in the performance of a Gold-

stone-type radar. However_ by increasing the

transmitter power to 100 kilowatts and reducing

the receiver temperature to about half of its

present valu% both modifications well within

the present state of the electronic art_ it is pos-
sible to increase the range by a factor of 2 as

indicated by the line marked + 12 db on figure

9-10. With these changes it would be possible

to track Venus steadily for about twelve months_

losing it only for a short period near superior

conjunction.

Figure 9-11 shows the range from Earth to

Mercury as a function of time. Mercury ap-

proaches within 60 million miles of the Earth
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FIGUaE 9-11.--Radar detectability of Mercury with

Goldstone-type radar.

approximately every four months. Assumip_g

Mercury has the same reflectivity as Venus, and

accounting only for its smaller diameter_ about

one-third that of the Earth, Mercury is not

quite detectable with the present Goldstone
radar. However, with the indicated 12-db im-

provement it is seen that Mercury too could be

observed over a period of about two months.

If it were possible to improve the present sys-

tem by about 18 db_ both Mercury and Venus
could be observed continuously whenever they

were above the local horizon.

Figure 9-1o, shows a similar chart for the

planet Jupiter. Jupiter approaches roughly
within 400 million miles of the Earth about

once each 13 months. However, because of
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FIGURE 9-12.--Radar detectability of Jupiter with

Goldst(me_type radar.

its tremendous size, about 11 times the diameter

of the Earth, and with 132.5 times as much

reflecting surface as Venus, it may also be

detectable by a modified Goldstone radar if

the reflectivity is similar to that of Venus and

if a major portion of the return echo is con-

tained in a relatively narrow bandwidth.

Figure 9-13 shows the conjunctions of Earth

and Mars. Mars approaches within about 60

million miles of the Earth at intervals of just

under 26 months. However, because of its

small size, about half the diameter of the Earthy

and the variation in Earth-to-Mars distance by

factor of 7 between the closest opposition and

the farthest conjunction, it would only be de-
tectable for a portion of its orbit even with an

improved system and a highly specular planet.

SHOULD RADAR ASTRONOMY RECEIVE SERIOUS

ACADEMIC SUPPORT?

However, two things have happened in the

last few years that could change this attitude

toward radar astronomy. One is the national

program of manned exploration of the Moon,
which has aroused new interest in the Moon as

an object for further observation, study, and

analysis. The suggestion here, of course, is
that a great deal of new information about the

Moon can be obtained from active university-

type research programs in lunar radio and ra-

dar astronomy. The second thing that has

happened which could affect university partici-

pation in radar astronomy is the newly demon-

strated feasibility of exploring the planets--

Venus, Mars, Mercury, and Jupiter--by radar.
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FI(]URE 9-13.--Radar detectability of Mars with Gohl-

stone-type radar.

Table 9-III presents a list of universities

which have large, steerable, parabolic-reflector

antennas, at least 60 ft in diameter, which are
or will be assigned to radio astronomy depart-

This same question was asked about radio

astronomy during the decade following the dis-

covery of extraterrestrial radio waves by Karl

G. Jansky in December 1931. For radio as-
stronomy, at least, the question has been an-

swered definitely in the affirmative, and

increasing numbers of universities and tech-
nical institutes are sponsoring research and pro-

viding academic courses in radio astronomy.

In the case of radar astronomy, however, in

spite of the fact that lunar radar echoes were

received for the first time in January 1946, very
few universities have become interested in this

subject even after a period of more than 16

years, and very few, if any, facilities have been

built exclusively for lunar radar research.

TABLE 9-III.--Universities with Large Reflec-

tor Antennas for Radio Astronomy
Reflector

School diameter, fl Location

Carnegie Institute_ 60 Rockville, Maryland.

Harvard College___ 60 Harvard, Massachu-

setts

85 Fort Davis, Texas.

Stanford University_ 60 Polo Alto, California.

150
University of Alas- 61 College, Alaska.

ka.
Massachusetts Inst. 84 Westford, Mass. (un-

of Technology. 120 der construction)
Univ. of California 85 Hat Creek, Califor-

at Berkeley. nia.
Univ. of Michigan 85 Durban, Michigan.
California Institute 90 (2) Owens Valley, Cali-

of Technology. fornia.
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ments for student training and research. At

the present tim% ahnost all of these antennas
are used for radio astronomy. If a high-power

transmitter were added to the facility (at a cost

that is roughly comparable to the cost of the

antenna), the antennas could be used for either

radio or radar astronomy research.

I feel quite strongly that radar astronomy
should and will receive serious academic sup-

port_ because it possesses many areas for fruit-

ful research in both engineering and science

and because it is engendering many new and

fundamental principles in information and de-

tection theory which place it on a solid, tech-
nical foundation.
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The sounding rocket is, indeed, an extremely

useful tool for research in the space sciences.

Since the end of World War II, it has provided

the means of obtaining information about our

upper atmosphere that up to that time had been

unattainable. Under the NASA sounding

rocket program, it is used by colleges and uni-

versities for scientific investigations in the vari-

ous disciplines of geophysics and astronomy.

The program now includes more than 10 schools

in this country who are already conducting ex-

periments and there are some cooperative proj-

ects with foreign countries. I hope to show

the advantages of the sounding rocket and the

method by which a college or university may

participate in such research. Let, us look at a

few examples of what is being accomplished in

the NASA program. These particular experi-

ments have been chosen in order to represent

different rocket techniques.

In the ionospheric research program, which

was discussed in the Geoptlysics and Astronomy

session yesterday, there was a series of three

flights to measure electron temperature and

charge density as a function of altitude using

the Langznuir probe and the R.F. Resonance

107

Probe tec]miques. Tiros there were two inde-

pendent means of taking the same measurements

simultaneously. Two of the flights were made

at midday and one at night in order to study

the temporal changes. Data were collected be-

tween 95 and 125 kilometem on each flight. An

artist's conception of the payload is shown in

figure 10-1. The forward payload housing was

of '_ clam shell desig3_ which was ejected before

the data collection altitude. This opened up

OR

RESONANCE PROB_

TELEMETRY ANTENNA------

FIGURE 10-1.--D-region ionosphere experiment.
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the Langmuir Probe sensor, which was mounted

inside the nose tip, and permitted the R.F. re-

sonance probe antennas to be erected. All

three flights were successful, and immediate

post-flight results confirmed agreement between

the two techniques. On the night flight both

instruments recorded a sporadic layer 3 kilo-

meters thick, beginning at 102 kilometers on

both up and down legs of the trajectoi T.

Y-esterday morning the Particles and Fields

program was discussed. Two projects in that

program are mentioned below.

During the fall of 1960 a series of 14 rockets

was flown from Fort Churchill, Manitoba, Can-

ada, to study the beams of high energy" nucle-

ons, which balloon experiments had shown to

arrive at the earth following many large solar
flares. Both nuclear emulsions and counters

were used, and recovery was required for the
emulsions. These experiments were prepared

and held in a standby condition awaiting solar

activity. Nine flights were made during the

solar flare period 11 to 18 Xovember. Figure
10-`2 shows some of the results obtained from

an emulsion flown on November 1'2. In all, ten

of the nuclear emulsion packages were recov-

ered and all except one of the flights produced

good telemetered data. This project was in-

creased after the field operation began, and it

was accomplished with only nine payloads.

The payloads that were recovered can be flown

again if the need arises.

Another series of three experiments was made

to determine the altitude and intensity of elec-

tric current systems over Wallops Island, Vir-

ROCKETS

ginia, using a proton precession magnetometer.
Care was taken to make the rockets as noncon-

ducting as possible, a special fiber glass payload

housing having been designed especially for this

experiment. The 50 pomEd payloads were car-
ried to 200 kilometers altitude. On one of the

flights, which took place during a magnetic

storm, electric currents were found at 130 kilo-

meters altitude. On another, fired during a

magnetically quiet period, no currents were

found over Wallops Island. One of the pur-

poses of these flights was to prove out an

instrument to be used in investigation of the

equatorial electrojet. This follow-on project
is now underway and will be carried out

from a firing base in India during the spring

and summer of 1963. Usually the experimenter

wants his payload to maintain a stable, erect

attitude; in this case the experimenter com-

plained because two of the rockets remained so
stable as to make his data reduction difficult.

In the aeronomy and D-region ionosphere dis-

ciplines both of which were subjects of previ-

ous discussion during this conference there are

several synoptic experiments that are continu-

ing programs. Atmospheric winds and diffu-

sion are measured in the region of 60 to 190 kil-

ometers by the sodium vapor release technique,

with data being recorded by triangulation pho-

tography. Figure 10-3 is a l)hotograph of the
sodimn cloud as seen at one camera site. The

sodium experiment has stinmlated the interest of

scientists of a number of countries, and during

the period of November 26 through December

13 of this year the first series of international

_ . .

__ . __::+._,,__ +_ +-+,++++:_+++_+:+
NORMAL OOSMIC RAY ::++ +++ tl 1260 EXPOSURE +ram -+..++ 1"1"72_+G0+ _20:_

"EMULSION EXPOSURE FROM OUTER EDGE -_ +:FROM OUTER EDGE

Fi(+um_ 10-2.--S(_lar cosmic ray experiment.

108



SOUNDING ROCKET AS A TOOL FOR RESEARCH
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FIGURZ 10-3.--Sodium vapor cloud.

firings will be undertaken. Camera stations

record the cloud produced by released sodium

vapor. As shown in figure 10-4, the cameras

are located on the ground along a circle of ra-
dius of the order of 100 kilometers from the fir-

ing site. These firings are made at twilight or

dawn, when the sodium trail is sunlit but the

scattered sunlight is low.

A companion to the sodium experiment is one

that measures winds and temperatures between

25 and 90 kilometers by ejecting and exploding

grenades during rocket ascent. Figure 10-5 is

representative of what takes place. The time
and direction of the sound arrivals are recorded

by an array of sensitive microphones on the

ground. From these data, winds and temper-

atures are determined in the altitude layer be-

tween each pair of grenades.

A third synoptic experiment is the measure-

merit of electron density and electron tempera-

ture in the ionosphere. Figure 10-6 shows this

type of payload. It is representative of the

payload packaging technique one uses in
research with rockets.

NASA will fly these three experiments as co-

ordinated ]aunches from Wallops Island and

Fort Churchill. Wind data obtained by the

grenade method and the sodium method will
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FIOURE 10-4.--Camera site locations for sodium vapor

tests.

be compared. The ionosphere experiment will

use these wind data for comparison with the

electron density profile to look for a possible

correlation between the strong wind shears ob-

served and sporadic E. Other experiments in

this synoptic program measure atmosphereic

structure and composition.

Several groups are preparing rocket astron-

omy payloads designed for spectroscopy and

stellar and nebular photometry. These were

presented yesterday morning. Such payloads

are relatively heavy (about 200 pounds) and

peak altitude is oil the order of L_00 kilometers.

25 KM

ARE EXPLOOEO FROM 25 KM

FIGURE 10-5.--Grenade test.
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FIGURE 10-6.--Payload for electron density measure-

ment in the ionosphere.

An altitude control system has been developed

primarily for these experiments. An artist's

sketch appears in figure 10-7. This system is

capable of pointing the entire vehicle to a star

with an accuracy of ---2 ° and holding that posi-

tion to within ± 1/_o. It can, for example, point

to as many as five different distinct targets in

one flight with approximately 50 seconds of ob-

serving time at each position. A fine altitude

control system is under development; it is to

have a pointing accuracy of ±30". These

flights will also be testing the performance of

various components, both mechanical and elec-

trical, that are to be used in the Orbiting As-

tronomical Observatory.

In another experiment a mass spectrometer
was carried to 960 kilometers to detect the

presence and possibly the relative abundance of

FIGURE 10-7.--Aerobee for rocket astronomy.

helium and hydrogen ions and to measure elec-

tron temperature and ion density.

The highest altitude sounding rocket flight
to date carried a radio astronomy experiment to

measure the intensity of radio frequency energy

that originates in the halo of our galaxy. The
payload reached 1700 kilometers and had a data
collection time of more than 20 minutes. The

sensing system included a 40 foot tip-to-tip elec-

tric dipole deployed from the payload compart-

ment after nose cone separation. The three

radiometers operated simultaneously from the

dipole antenna. From all indications this

flight was a complete success.

There are many questions in all of the scien-
tific disciplines that have not been answered.

New groups are encouraged to participate in

these investigations. NASA Headquarters will

be receptive to proposals for experiments to be

flown on sounding rockets. There are groups

within NASA who are equipped to give guid-

ance in all areas that may be new. Also, NASA

is prepared to supply all support instrumenta-

tion-that is, telemetry, power supply, perform-

ance gages, aspect gages, calibrator, commuta-

tor, and all rocket wiring external to the ex-

periment package. NASA can supply me-

chanical hardware such as payload racks, nose

cone ejection systems, and special windows and

antenna mounts. In other words, the experi-

menter is responsible for his own scientific in-

strumentation, and everything else is provided

as government-furnished equipment. Some ex-

perimenters prefer to build the entire payload

package. In this event NASA can provide con-
sultation and advice.

NASA makes available all vehicles, perform-

ance analyses, and project coordination. In-
cluded with the vehicles are standard nose cones,

payload housing extensions and, for certain of

our vehicles, such accessory equipments as an

attitude control system, recovery packages,

special types of nose cones, and de-spin systems.

The particular characteristics and the predicted

performance data of all of the rocket systems

are available. Special performance calculations

and heating and stress analyses are made on an

individual case basis as required. Contact is

maintained between the scientific experimenter

and others who are providing support during
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the payload buildup period, and arrangements

at the firing range are made.

NASA's family of rockets at the present time

includes seven vehicle systems. Figure 10-8

is representative of these vehicles. An attempt

has been made to arrive at a group with pay-

load-altitude capabilities suited to experi-
menters needs, and the same model is fired over

and over again for reliability. These seven

systems cover the altitude regime between 100

FmVRE 10-8.--Family of sounding rockets.

and 2500 kilometers. Figure 10-9 shows the

performance capability of each of these vehicles.
Calculations are for sea level launch at the

standard firing elevation angle for each rocket.

Net payload is defined as all additions to the

basic vehicle, and it does not include the stand-

ard nose cone housing. Recovery systems have

been developed for the Nike Cajun, Nike

Apache, Aerobee 150A, and Journeyman. As

the need for other capability arises and as

proven vehicles become available to meet that

need, such vehicles will be added. Most of these
vehicles have been used in several different

scientific disciplines.

The weight and volume characteristics of

payloads that can be flown on rockets available

to us now are shown in figure 10-'10. Notice

that except for the 500-700 kilometer region,

the range to 2500 km is relatively well covered

by some payloads.

The time required to prepare a payload for

firing varies with tlm specific experiment and

the amount of NASA support equipment neces-

FIOVR_ lO-9.--Sounding rocket peak altitude in terms

of payloads.

sary. The minimum time period is about six

weeks, but such timing presupposes that tlle ex-

perimenter will be responsible for the whole

payload package and that rocket vehicles and

time on the firing range are available. Formal

notification to all firing ranges is required at

least 30 days before the expected launch date.
A more normal and comfortable time interval

is six months; and for large projects geared to

specific time periods, such as the International

Quiet Solar Year, planning a year or so in ad-

vance is appropriate.

NASA's primary firing site for sounding

rockets is Wallops Island, Virginia. All of the

vehicles may be fired from that range. Other

ranges from which NASA may launch certain

vehicles are : Fort Churchill, White Sands Mis-

sile Range, Pacific Missile Range, and Atlantic

Missile Range. In addition through inter-gov-

ernment agreements, ranges are being or have

ALTIIUDE _
RANGE

JLOMETERS]

FIGURE 10-10.--Sounding rocket payload statistics.
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been set up in India, Norway, Sweden, and

Italy. At the present time these latter ranges
can accommodate the Nike boosted vehicles

only.

Let us look at the procedure one uses to obtain

NASA approval to do research by means of

sounding rockets.

If you are interested and have an experiment

you would like to conduct, you should discuss it

with NASA representatives who are working

in the same scientific discipline as your experi-

ment. They will probably suggest that you

talk with the rocket support group at Goddard

Space Flight Center as to the support avail-

able. You will be asked to prepai'e a proposal

for presentation to NASA Headquarters. Your

proposal should include what you hope to ac-

complish by your experiment, the method by

which you obtain your data, the time period you
will require, and the number of firings you wish
to make. It should also include a statement of

the support you will need from NASA. It is

not necessary that you specify a particular

rocket type; however, you will probably have

determined the best rocket vehicle. Your pro-

posal will be reviewed for its scientific value

and for our ability to provide the support you

require.

After your project receives approval and the

funding arrangements have been made, we are

in a position to make detailed plans. A con-

ference that includes all groups who will be

providing support to the operation is arranged.

The areas where support is needed are deter-

mined, and a time schedule is set up. The

result of this conference is that each group will

know their responsibility and what they may

expect from each other group. A complete

interference check of the entire payload is re-

quired at Goddard before the payload is taken

to the firing site. During this period environ-

mental tests will be conducted and the payload

dynamically balanced if these are considered

necessary. The payload is mated to the rocket

at the firing site. Preparation time there

varies, depending on the number and complex-

ity of the various tests that must be run. When

the rocket has been fired, all telemetry and

tracking records are provided to the

experimenter.

ROCKETS

There are many reasons why we use the

sounding rocket both as a complement to and

preparation for satellite experiments. It pro-

vides a vertical cross section of the atmosphere,

and it reaches altitudes between balloon peak

altitude and satellite perigee. It can be flown

from selected places and at selected times; thus

special events can be covered. Preparation

time is short and the program is sufficiently flex-

ible that discoveries can be followed up quickly.

An experiment can be flown many times on a

sounding rocket to once in a satellite. This en-

ables the scientist to modify his experiment

after a few firings and so broadens the total

amount of information obtained. Similarly it

is good for synoptic work in which the same

experiment is repeated over a period of time.

Usually one experimental group instruments

the whole scientific payload and can use the

entire flight time to best advantage, thus avoid-

ing problems of compatibility between experi-

ments. The sounding rocket is relatively in-

expensive, and the logistics of firing it are rela-

tively simple.

A considerable number of sounding rockets

have been used as proving grounds for satellite

experiments. Since one is doing basic research,

it is appropriate to use the sounding rocket as a

means of determining the best experimental ap-

proach to the satellite experiment, the areas of

greatest interest, and the proper gains to set so
that all data return from the _'rtellite will be

meaningful.

Most of these advantages of the sounding

rocket contribute to making this program a

good training for those who are beginning to do

research using rockets and satellites.

During the several years since the beginning

of NASA, 191 sounding rockets have been

flown. Of these, i_0--or 10%--have been college

or university prime experiments. Another 31

flights, 16_{ of the total, have had college or

university support. During 1962 there have

been 18 flights in which colleges and universities

participated, and 17 are planned for the rest of

the year. If these flights are all made, the

college and university participation will be 43%

of the total program during 1962.
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SUMMARY

Results from rocket and satellite experiments desig-

nated to study the characteristics of charged particles

with thermal energies which comprise the ionosphere

are discussed. Data obtained since 1959 are compared

with ground-based observations and with spaceflight

data on the ionizing flux. This comparison then is

used to update models of the ionospheric D, E, and F

regions. In addition, model concepts of the upper

ionosphere up to 2000 km including the helium ion

layer and the lower protonosphere are presented. The

research areas needing the greatest attention are

outlined.

INTRODUCTION

Ionospheric physics is the study of the charac-
teristics of charged particles with thermal ener-

gies, a group which exerts the greatest influence
on the propagation of radio waves. The study
necessarily includes the causal relationships
between the charged particle characteristics, the

ionizing sources, and the ionizable constituents.
Previous to spaceflight, knowledge regarding

upper atmosphere ionization was obtained from
ionosondes_ which are radar-like methods based
upon the reflection of radio waves by the ionized
regions. Early observers using this technique
were convinced that the daytime ionization was
concentrated in three separate and distinct lay-
ers which they called E, F1, and F2. This
incorrect conclusion was primarily due to the

limitation imposed upon the method by the fact
that echoes cannot be reflected from a given
altitude unless the density exceeds that found at
lower altitudes. The early results of Seddon

and Jackson, who used a rocket-borne two-fre-
quency radio propagation experiment, showed
that the ionization is not concentrated in layers
but rather is significant at all altitudes.
Because of their work, then, it is more appro-

priate to use the term "region" rather than "lay-
er" in discussing subdivisions of the ionosphere.
The work of Seddon and Jackson has been

reviewed adequately by Ratcliffe (ref. 1) and
will not be detailed here.

With the advent of the satellite age, new in-
formation has been made available for altitudes

well above those previously studied. There-
fore one can now discuss seriously the char-
acteristics of low energy particles out to the
interplanetary plasma, rather than limit the

scope to the original classical altitude region
(up to approximately 300 km) imposed by the
limitations of the ionosonde technique. It al-
ready is appropriate to consider the upper F

region, the helium ion region, and the protono-
sphere as subdivisions of the ionosphere to be
added to the classical D, E, FI, and F2 regions.

The principal purpose of this report is to

compare theories of formation for each iono-
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spheric region with existing spaceflight obser-

vations. When this is accomplished, it will be

seen that one is left with inadequacies that jus-

tifiably require continuing consideration of the

conflicting theoretical models which have been

proposed. These inadequacies also invite the

generation of new theoretical models, and are

a measure of the vast program that remains to

be accomplished, not only in the form of addi-

tional spaceflight observations but also in the

form of supporting theoretical and laboratory
research.

THE D REGION UNDER QUIET SOLAR

CONDITIONS

The lowest altitude region where a significant
number of free electrons are found lies between

50 and 85 kin. Because of the relatively high

gas densities, this D region is characterized

also by high collision frequencies between the

electrons and the neighboring neutral constit-

uents. In these collisions, electromagnetic

energy is transferred irretrievably to the neu-

tral gas so that the region acts as a strong ab-
sorber of radio waves. Measurements of D

region electron concentration are very difficult
to make with ground-based techniques. These

have, however, provided estimates for daytime

conditions of 10 s . electrons/cm 8 near 80

kilometers.

The most favored theory of the formation

of the daytime D region during conditions of

low solar activity is that proposed by Nicolet

and Aikin (ref. 2). The end result of their

_$TCrUOE [Y,_i .............................................................................
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FIt_URE ll-1.--The daytime D region under quiet solar
conditions.

hypothesis is illustrated in figure 11-1 in the

form of the altitude dependence of electron (n_)

and positive ion (n+) concentrations. At al-

titudes below 70 km (dashed portion of the

curves), cosmic rays are the principal radia-

tions causing ionization and the diatomic ions

of nitrogen and oxygen probably exist in great-

est abundance. Between 70 and 85 km (broad

portion of the curves) Lyman _ radiation

(1215.7X) is the dominant ionizing agent even

though it can only act on a minor constituent,

nitric oxide. In the base of the E region (85-

100 km), X-radiation is an important ioniza-
tion source with O:, and NO* believed to be the

major ionic constituents. There is a high prob-

ability that newly formed electrons can attach

to neutral particles to form negative ions only

in the lower part of the D region. The pre-

dicted negative ion abundance is the difference

between the theoretical n_ and fl÷ curves in figure
ll-1.

The model of Nicolet and Aikin was calcu-

lated from an expansion of the following con-

ventional equation of ionization:

q = = n__, (1)
where q is an equivalent production of elec-

trons and ct is an effective loss process coefficient.

The expansion includes the differing effects of

all possible ionizing sources and several loss

processes. For a single source and a single
ionizable constituent an equation of the fol-

lowing form results :
q=(a_+ _.a,)n+n_, (2)

where _ denotes the loss coefficient for recombi-

nation of positive molecular ions with electrons,
_ denotes the loss coefficient for recombination

of positive with negative ions, and x is the ratio

of negative ions to electrons. The value of x is

computed from the probability of electron loss

in the formation of negative ions and the effect

of solar radiation in photo-detaching electrons

from the ions. The charged particle densities

are computed from spaceflight observations of

cosmic rays and solar radiation, laboratory

measurements of the loss processes, and an as-

sumed model of the number density of ionizab]e

constituents.

Principally because of the low ratio of

charged particle to neutral gas density, election

densities in the D region are difficult to measure
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from a rocket, although refinements of existing

experiments should soon provide valid results.

Some rocket data on the positive ion character-
istics are available and these are consistent

qualitatively with the Nicolet-Aikin model.

Bourdeau, Whipple, and Clark first measured

the positive ion conductivity (_+) with a rocket-
borne Gerdien condenser and confirmed cosmic

radiation as the ionizing agent up to 60km (ref.

3). Positive ion densities can be estimated

from the observed conductivity according to

(3)
Where e is the elementary charge and k+ is the

ion mobility, whose altitude dependence is

measurable in the laboratory.

More recently, Smith (ref. 4) obtained a posi-

tive ion conductivity profile by use of a dc

'-probe analogous in principle to the Gerdien con-

denser. The positive ion densities which he

computed from the observed conductivity are

plotted in figure 11-1. At an altitude of ap-

proximately 90 km the theory of the experiment

relevant to positive ion characteristics breaks
down. Above this altitude the same device acts

a Langmuir probe, thus permitting a measure-

ment of electron density. Converse to the posi-

tive ion determination, the Langznuir probe

theory becomes inadequate below about 85 kin.

For these reasons, the electron and positive ion

density values in the re, on of overlap (85-90

km) are bracketed to indicate the possibility of

second-order errors. Except for the lowest

altitude point, the shape of the experimental

charged particle density profile is similar to that
of the Nicolet-Aikin model. It favors the con-

cept of three separate ionizing sources in the 50-

100 km region. The individual accuracies of

the electron and positive ion densities are be-

lieved high enough in the 85-90 km region to

conclude that negative ions become unimportant

in the daytime ionosphere above 85 kin. The

general excess of the experimental positive ion

densities over the theoretical estimates may be

interpreted as an altitude invariant error either

in the ion mobility used for the experimental
result or in one of the assumed theoretical

parameters.

Popoff and _Vhitten (ref. 5) have challenged

the Nicolet-Aikin model by proposing X-rays

as the principal ionizing agents above 70 km.

Nicolet and Aikin did consider X-rays using

published data from Friedman and others.

Popoff and Whitten used a flux value, integrated

over the responsible wavelength region (2-

8._r), of 10 -_ ergs/cm_-sec. Aikin (ref. 6) con-

siders this flux value either as typical of

conditions of a disturbed sun or as an upper

limit for a quiet sun during the solar maxinmm.

Recent data from the Orbiting Solar Observa-

tory I (W. White, private communication) and

the Ariel I satellite (ref. 7) are consistent with
Aikin's conclusions.

It is believed, but not generally accepted, that

the Lyman _ flux is relatively constant with

the solar condition and throughout a solar cycle.

The X-ray flux, on the other hand, varies by

factor of 1000 (ref. 8). The question of the

relative influence of these ionizing agents on

the normal daytime D region will not be re-

solved with certainty until valid charged par-

ticle density profiles of both signs are measured

simultaneously with the appropriate cosmic

ray, Lyman _,, and X-ray fluxes, as well as the

number density of the ionizable constituents.

It as possible that such correlative data will
show that the two source candidates for the

70-85 km re,on will alternate in relative in-

fluence depending on the exact solar condition.
It is also possible that the normal D region is

extremely more complicated than that described

above. For example, Whipple (ref. 9) has

calculated ion densities from the original con-

ductivity profile and attributes a resulting large
decrease at altitudes between 70 and 80 km to

ionic diffusion to dust which may be trapped

temporarily in this region of temperature in-

version shortly after meteor showers. This
sort of loss mechanism has not been considered

in the previously described theoretical models.
When one considers that the theoretical and

experimental data presented in figure 11-1 are

not totally consistent and furthermore that they

are representative of a particular latitude, a

specific season and time of day, and a unique

part of the solar cycle, it is realized quite easily

that the study of the D region has just begun.

The geographic and temporal coverage must be

extended by a vast number of rocket flights,

domestically and on an international scale.
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Before this can be meaningful, however, new
experiments are needed. Valid methods of
measuring electron density below 80 km still
escape us primarily because of the low ratio of

charged to neutral particle density. There are
no existing spectrometers for measuring either
the ion or the neutral composition in this region

of relatively high pressure. For example, the
very existence of the minor constituent, nitric
oxide, which the Nicolet-Aikin theory requires
has not been verified experimentally. This lack
forces the theoretician to make unverified as-

sumptions in estimating both the production
and the loss rate of electrons. There remain
inconsistencies in the absolute values and time

variations of the ionizing radiation. As for the
loss coefficients which are measurable only in the
laboratory, we are faced with orders of magni-
tude disagreement between investigators for
some important reactions. On the theoretical
side, additional loss mechanisms, particularly

that suggested by Whipple, bear further investi-
gation.

THE D REGION UNDER DISTURBEDSOLAR
CONDITIONS

During periods of high solar activity, the D
region is characterized by enhanced ionization,
with associated strong attenuation of electro-
magnetic waves causing radio blackouts. There

are many phenomena associated with solar
flares which increase the normal D region elec-
tron densities by up to two orders of magni-
tude. A comparison of the amount of enhanced
ionization for disturbed solar conditions is

made with the quiet sun model in figure 11-2.
Simultaneously with the appearance of a

flare, radio absorption is observed in the D
region on the sunlit side of the earth for periods

lasting up to approximately one hour. This
particular event is called a Sudden Ionospheric

Disturbance (SID). Friedman, et al. (ref. 10)
made rocket flights into such an event and
observed abnormally high X-ray fluxes pene-
trating as low as 30 km. It has been ob-
served that not only does the overall intensity

increase but also that the spectrum in the
'2--8__region "hardens" in that the flux per unit
wavelength is much broader than the quiet sun
spectrum. Nicolet and Aikin (ref. 2) have

FIaUaE ll-2.--Comparison of the D region under quiet
and disturbed solar conditions.

used these observations to infer an electron

density profile for the SID condition (curve 2
of fig. 11-2) in a manner similar to the develop-
ment of the quiet sun model. Here, the in-
fluence of cosmic ray and Lyman a radiation

becomes minor, the secondary layer in the 65-80
km region disappears, and the profile is
characterized by overall enhancement and a

monatonically increasing electron density.
A second type of ionospheric storm is asso-

ciated with active auroral and magnetic dis-
turbances and predominates at night. The

ionizing agents are believed to be energetic
particles comprising corpuscular emission from
the sun. This belief is founded on the observa-

tion that D region absorption occurs some 21
hours after the appearance of a flare, an inter-
val corresponding to the sun-earth transit time

for these particles. During the storm, D region
electron densities increase to values high

enough that echoes are observed on ionosondes.
Layers appear at 90 km during weak geomag-
netic activity and as low as 70 km for the more
active events.

A third type of disturbance occurs at auroral
latitudes. These phenomena, called Polar Cap
Absorption (PCA) events, are produced by
energetic protons emitted from the sun during
certain solar flares. Here echoes are observed

from ionosondes at altitudes as low as 60 km.

The phenomenon has been the subject of con-

siderable study during the past few years.

Most recently Maehlum and O'Brien (ref. 11)

have proposed a semi-quantitative time history
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of the D region electron density profile during

a PCA by inserting proton fluxes observed on

the Injun satellite as the source function in an

expansion of the conventional equation of ioni-
zation. One of these profiles (curve 4 of fig.

11-2) coincides with the peak of the 27.6 mc
cosmic radio noise absorption (17 db) observed

at College, Alaska. Kane and Jackson (ref.

12) performed a rocket measurement of the D

region electron density profiles (curve 3 of fig.

11-2) during a less active phase of a PCA
event (3 db absorption at 30 mc). This com-

pares favorably in shape but is generally less
enhanced than that proposed by Maehlum and

O'Brien during an interval when the observed

radio absorption also was 3 db.
The status of our knowledge of the altitude

distribution of charged particles for the multi-

plicity of disturbed conditions is exemplified

by the fact that the dashed curves in figure 11-2

are speculative. )Ve have some information on

the ionizing radiation. The speculation starts
with the absence of observational electron dens-

ity information during special events and nec-

essarily includes a model of the ionizable con-
stituents which have not been measured. Ad-

ditionally, a new set of loss coefficients, depend-

ing on the reaction of the ionizable constituents

with energetic particles rather than ultraviolet

and X-ray radiation, need to be measured in the

laboratory.

THE ION CONTENT OF THE LOWER IONOSPHERE

To a high degree of probability, the predomi-

nant ionizing sources of the E and F region

for quiet solar conditions at mid-latitudes are

solar ultraviolet and X-ray radiations. If one

knows the altitude dependence of the number

of incident photons at each wavelength, of the

densities of the individual neutral constituents,

,_nd of the absorption and photoionization cross
sections of these constituents at each wave-

length, it is possible to compute the rate at which

different ion species are formed. Few of these

parameters are known. There are available

some altitude profiles of the photon fluxes as

a function of wavelength but only for limited

latitude and temporal conditions. Results from

rocket-borne neutral gas spectrometers reported

to date are extremely controversial, principally

because recombination effects within the instru-

ments distort the gas under study from its am-

bient condition. Thus, our understanding of the

composition of the neutral gas is somewhat spec-
ulative. Another serious problem is that some

of the absorption and photoionization cross sec-
tions are not known to an order of magnitude

and others have not yet been investigated.

Fxowa_, ll-3.--Production and actual abundance of Ions

in the lower ionosphere.

The most recent estimate of the altitude de-

pendence of the rate at which various ions are

produced was made by Watanabe and Hinter-

egger (ref. t3) and is illustrated in the left-hand

side of figure 11-3. They hasten to point out

that in view of the uncertainty in our knowl-

edge of the neutral atmospheric composition

and of the pertinent cross sections, the curves

are suggestive rather than quantitative. Even

if the production rates were known, the prob-

lem of explaining the detailed altitude distribu-

tion of the electron density, also illustrated in

the left-hand side of figure 11-3, is extremely

complex.
The chemical complexity of the ionosphere

can be demonstrated by comparing a rocket

measurement (ref. 14) of the actual ion abun-

dance (right-hand side of figure 11-3) with

the inferred rates of production. It is seen, for

example, that even though the diatomic nitro-

gen ions (N2 ÷) are expected to be produced in

great quantities, the spectrometer results show

that they exist as an extremely minor charged
constituent. The most likely reason is that ,V2_

ions dissociatively recombine almost as quickly
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as they are produced. As a second example, it

is seen that the spectrometer observations show

NO + to be one of the predominant ion species

below 200 km even though they are not formed
as a direct result of solar radiation. The most

likely process leading to the NO* abundance is
the reaction of monatomic oxygen ions (0 ÷)

which are directly produced with molecular

nitrogen.

Considering only the two reactions indicated

in figure 11-3 greatly oversimplifies the mechan-

isms by which the _arious ionospheric regions

are formed. There are many reactions that

need to be studied in the laboratory, including

ion-atom interchange, charge exchange and dis-

sociative recombination, to name a few.

Exhaustive lists of the important reactions have

been prepared (ref. 15) but there is no assur-

ance that any of these lists are complete.

It is important to emphasize the need for a

long range program of simultaneous vertical-

sounding rocket observations of the solar radia-

tion, neutral gas parameters, and charged

particle characteristics. It is just as important

to underline the need for supporting theoretical

and laboratory research. When such a long

range program has led us to universally

accepted sohltions for the continuity equation,

it should be possible to predict the state of the

ionosphere below an orbiting observatory which

monitors only ionizing radiations.

THE DIURNAL VARIATION OF THE E REGION

The altitude region arbitrarily assigned to

the E region lies between 85 and 140 km. Most

textbooks favor a theory of E region formation

based on general ionization of air by soft

X-rays, yet Hinteregger and Watanabe (ref.

16) have recently disputed this hypothesis on
the basis of more refined measurements of the

solar ultraviolet radiation. The rocket ion

spectrometer work of Johnson, 5feadows, and
Holmes (ref. 17) first showed that the major

ionic constituents are 0_+ and NO*. The pio-

neering effort of Seddon and Jackson with a

rocket-borne radio-propagation experiment

showed that the electron density in the daytime
behave with altitude in a manner similar to

that illustrated in figure 11-4. The major dis-

eovery of this work was that, in terms of the

electron density distribution, the F region is a

continuation of the E region. Considering the

(btytime electron density profile shown in fig-

nre 11-4, we can see that a ground-based iono-

sonde would show reflections only up to an
altitude of about 105 km and thus is unable to

define the electron density distribution between
that altitude and the base of the F region.
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FIGURE ll-4.--Diurnal variation of the E region.

It is important to pause here and dissolve a

popular misconception that spaceflight experi-

ments are difficult to conceive and implement.

The experimental method used to obtain the
sets of data illustrated in figure 11--4 consisted

of telemetering the current to the nose tip of a
rocket as a function of a variable potential

applied between that electrode and the main

rocket body. In obtaining the end result, it is

a more challenging task to apply kinetic theory

and derive the desired charged particle param-
eter from the measured current than to imple-

ment the experiment.

Until very recently, there have been no

observations of nighttime E region ionization

because neither the ground-based ionosonde nor

the rocket-borne propagation experiments are

_nsitive enough. All the rocket data illus-

trated in figure 11-4 were obtained by use of a

de probe (ref. 4 and 18).

Two nighttime electron density profiles are

illustrated in figure 11-4, one obtained in the

early evening hours and the other close to local

sunrise. The general decay in the average elec-

tron density of about two orders of magnitude

from the daytime condition is what would be
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expected from a limited knowledge of the
recombination coefficients. Both of these pro-
files show deep valleys of ionization above 110

km. The resulting ledge of ionization at alti-
tudes of about 100-110 km are suggestive of a
nighttime source of ionization. These valleys
have been observed also by Japanese investiga-
tors (ref. 19), who used a rocket-borne radio-

frequency oscillator based on the principle that
a unique resonance is observed at the plasma
frequency.

One anomaly which is observed quite fre-

quently in both the daytime and nighttime E
region is the sporadic-E layer. These are
shown as dashed perturbations on the two
nighttime profiles in fi_lre 114. Rocket ex-
periments have defined this condition, which to
an ionosonde constitutes reflection at r_ constant

virtual height, as enhanced ionization confined
to a narrow altitude region of less than one kilo-
meter. Consequently, _lle term "layer" is appro-

priate in defining this anomaly. There perhaps
are many mechanisms producing sporadic-E.
One of the likely causes is mechanical redistri-
bution of the electrons from the regions above

and below induced by wind shear. An
extremely interesting exercise soon to take place
will consist of the simultaneous launchings of
two rockets, one instrumented for ionospheric
studies and the other to measure the wind vec-

tor by the sodium release method. Should the

sporadic-E layer and a pronounced wind shear

coincide precisely in altitude at the same time,

this hypothesis will have been demonstrated at

least from an empirical point of view.

THE FORMATION OF THE F2 PEAK

The altitude region generally assigned to the

lower F region lies between 140 and about. 300
kin. As illustrated in figure 11-3, there is an

inflection point at about 140 km in the other-

wise monotonically increasing electron density.
For this reason the F1 and F2 subdivisions have

been invoked. As a result of ground-based ion-

osonde investigations, it has long been estab-
lished that the maxinmm electron density

occurs at about 300 km. Until the satellite age,

the region above this altitude was open to

speculation.

The most favored theory of the formation of
the F2 peak is illustrated by comparing a meas-
ured altitude dependence of electron density

(ref. 20) with the rate of electron production
inferred by a Watanabe and IIinteregger. This
comparison is shown in figure 11-5. It is
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FIOURE ll-5.--The formation of the F region.

obvious immediately that the altitude of maxi-
mum electron density lies considerably above
that at which the production rate is highest.

This perhaps is best explained by considering
the following simplified form of the continuity
equation: corresponding to quasi-equilibrium.

d(n_W.), (4)
q= f3n_-F- _

where _, is the production rate. The first

term on the right-hand side is representative of

an attachment-like loss mechanism, whereas the

second term defines change in electron density

by a diffusion process. In the region up to the

F2 peak the loss by an attachment-like proc-

ess predominates. Because this loss rate de-

creases more rapidly with altitude than does the

production rate, the electron concentration in-
creases up to its maximum value. At. the F2

peak the diffusion term begins to predominate
and the electron density begins to decrease. The

diffusion mechanism is caused by _-avitational

forces acting upon the ions which, by coulomb

attraction, cause the electrons to diffuse down-

ward. At altitudes of about 400 km and above,

both the production and loss processes become
minor factors. As tr result of diffusion, the
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electron density distribution in this region cor-

responds to hydrostatic distribution as follows:

d(ln n_) m+g (5)
dz "k(T_+T,)'

where m ÷ is the ionic mass, te and ti the elec-

tron and ion temperature respectively z is the

aMtude, g the acceleration of gravity, and k is
Boltzmann's constant.

It should be emphasized that what has been

presented is a favored theory for tile formation

of tbe F'2 peak which is not universally ac-

cepted. Some investigators have proposed

models without resorting to the diffusion pro-

cess, by invoking loss mechanisms associated
with minor ionic constituents. Such trace con-

stituents have been observed on spacecrafts

carrying ion spectrometers. The exact solution

of the continuity equation for the region near

the F'2 peak has been the subject of considerable

investigation and yet is not resolved satisfac-

torily. Furthermore, all theoretical models in-

sert only solar ultraviolet flux into the produc-

tion function. Yet, as a result of satellites

designed to study the Van Allen belts, large

fluxes of quasi-energetic particles which could

provide an additional ionization source have

been obselwed at some geographic locations in

the upper ionosphere.

THE HELIUM ION LAYER AND THE BASE OF THE

PROTONOSPHERE

As shown in Equation 5, the electron den-

sity at altitudes of about 400 km and above is

governed by the ionic composition and the
atmosphere temperature. Rocket-borne spec-

trometer data, typically represented in figure

11-3, showed that 04. ions begin to predominate
at an altitude of about 900 km. It was later

established by the Sputnik III (ref. 21) and

Explorer VIII satellites (ref. 99.) that this par-

ticular constituent was dominant up to 1000 km

for a daytime ionosphere during the middle of

the solar cycle. It generally was hypothesized

that a direct transition from oxygen to hydro-

gen ions would take place just about 1000 km

until Nicolet (ref. '23) suggested that helium is

an important neutral constituent of the upper

atmosphere. He based this suggestion on ob-

servations of drag on the Echo I satellite.

There is now direct and indirect, evidence that

ionized helium plays an important role in con-

trolling the electron density in the upper

ionosphere.

EXPERIMENTAL

FIGURE ll-6.--Direct detection of helium ions from the

Explorer VIII Satellite.

The first direct evidence was provided by a

retarding potential experiment flown on the

Explorer VIII satellite (ref. 24). This ex-

periment is illustrated schematically in figure

11-6 together with the experimental observa-
tions. The sensor consists of three electrodes

concentrically arranged in planar geometry.

As a result of the negative bias applied to the

inner grid, the collector reports to the telemetry

system only that current which is due to posi-

tive ions flowing from the medium under study

into the sensor. Because the satellite velocity

exceeds the thermal velocity of the ions, their

kinetic energy relative to the spacecraft is gov-

erned by their mass (M.) and the known satel-

lite velocity (Vs). This kinetic energy can be

related to the potential energy, due to a known

retarding potential (q'c) applied to the collec-

tor, by

M+Vs _ .
.=q,oe. (6)

Because the thermal velocity of the ions can-

not be neglected completely, the instrument

functions as a "poor man's ion spectrometer"
in that the ion resolution is coarse.

The interpretation of the experimental volt-

ampere curves from the Explorer VIII satel-
lite is summarized in the left-hand side figure

11-6. The predominant constituent can be
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identified either from the potential required to

retard half of the ions or from the shape of the

curve, in accordance with the theoretical work

of Whipple (ref. 25). For daytime conditions

during the active life of the satellite (Novem-

ber, 1960), it was observed that O + ions pre-

dominated up to 1'200 km but that helium ions

were most abundant from 1'200 km up to maxi-

mum observational altitude (1600 kin). The

average daytime electron temperature observed

on _xplorer VIII during this interval was

1800°K (ref. 26).

The first indirect evidence for a helium ion

layer was reported by Hanson (ref. '27) using

an ion density profile obtained by Hale (ref.

'28). From the same data Hanson also reported

the detection of the base of the protonosphere at

an altitude of 3400 km. The atmospheric tem-

perature deduced from the scale height of the

electron-ion gas was 1600°K. Hanson also
suggested that the thickness of the helium ion

layer should be relatively invariant with

diurnal time. On the other hand, Bauer (ref.

29) theoretically demonstrated that there is a
diurnal variation.
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FIOURE ll-7.--Indirect detection of helium ions from

vertically launched Scout rocket.

The indirect method of determining the ionic

composition is illustrated in figure 11-7. The

solid and dashed lines are theoretical predic-

tions of the electron density distribution.

They were computed by an expansion of Equa-
tion 5 which included more than one ionic

constituent, and with the assumption that the

atmospheric temperature is constant with alti-

tude. The circles represent electron densities

obtained experimentally by Bauer and Jackson

(ref. 30) using a radio-propagation technique.

TILe right-hand ordinate is true altitude and
the left-hand ordinate is a reduced altitude

scale which takes into account the change in the

acceleration due to gravity. It is seen that the

experimental data are consistent with a theo-

retical curve for a binary mixture of oxygen
and helium.
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FIOURE ll-8.--Ion transition altitude as a function of

atmospheric temperature.

Most observational data on the ionic composi-

tion support Bauer's suggestion of a strong

dependence of the thickness of the helium ion

layer on the atmospheric temperature, particu-

larly his most recent theoretical model (ref.

31). This predicted thickness as a function of

the atmospheric temperature is given by the

separation of the solid lines in figure 11-8. The

circles represent experimental observations of

the altitude at which the helium and oxygen

ions exist in equal concentrations. The squ,'tres,

also experimental, are the altitudes at which the

helimn and hydrogen ions have the same hum-
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her densities. The data sets 1, 2, and 3 were dis-

cussed above. A significant contribution has

resulted from the Ariel I satellite (ref. 32).

The experimental approach used on Ariel I is a

much improved version of the retarding poten-

tial experiment. During thelime of these ob-

servations (May, 196'2), helium was detected

as low as 600 km for a nighttinle condition and

at about 900 km during the daytime. For the

latter condition, protons were not observed up

to the apogee altitude (1200 kin). However,

they were detected at this altitude during night-

time passages. The last set of observations are

by Donley (to be published) who used the direct
and indirect methods simultaneously on a Scout

rocket launched into the nighttime ionosphere.

The ionic composition of the upper ionosphere

could be more variable than indicated by fi_lre

11-8. It should be recognized that the obser-

vational data was obtained only at low latitudes.

Secondly, some rocket flights have been made at

night into this region where the detection of

helium ions has not been reported (ref. 33).

This could either be due to a larger temperature

dependence than indicated in figure 11-8 or to

experimental inadequacies. A wider latitudi-

nal coverage is required. More importantly,

the _ltitude region above 4000 km has yet to be

explored for thermally charged particles by

spaceflight experiments. The altitude re,on

up to 10,000 km is being investigated by ground-

based radar backscatter apparatus (ref. 34).

IONOSPHERIC TEMPERATURES

The temperature of the neutral gas (T) has

been the subject of considerable study. It is

generally accepted that this temperature be-

comes quite independent of altitude above 300

kin. It will be the purpose of this section to

compare observations of charged particle tem-

peratures with reference neutral atmospheres to

introduce additional questions in the already

conflicting theories of heat and ionization

sources in the upper atmosphere. This can best

be accomplished by limiting the discussion to
altitudes above 450 km where the eleciron

temperature (T,) is nearly equivalent to that

of the neutral gas, (ref. 35), although this is

not universally accepted.

Two types of observations are available.

The first method involves the use of Langanuir

probes to measure T_ directly. The second

method is indirect. Referring to Figure 11-5,

we see that if the ionic composition is known

and if one has an accurately measured charged-

particle profile it is possible to compute the sum

of the electron and ion temperatures. This sum

is related to the neutral gas temperature by

T:(T_+ T,)/2.
It is known that in the isothermal altitu:te

region the neutral gas temperature varies con-

siderably with diurnal time and the solar cycle.
This variation can be correlated with solar deci-

meter flux which is observed at the earth and

which serves as an index of solar activity.

Neutral gas temperatures have been estimated

from observations of satellite drag. It should

be noted, however, that it is the atmospheric

density, not temperature, which is directly ob-

tained from satellite drag. The temperature is

computed from the obselwed density and an

assumed neutral gas composition. As em-

phasized previously, the latter parameter repre-

sents a major observational gap. It would be

expected that if the absorption of solar ultra-

violet radiation were the only heating acting on

the atmosphere, then the maximum temperature

on a given day would occur near sunset. What

is observed is that the maximum density occurs

in mid-afternoon. Some investigators imply

that the time of maximum density corresponds

to the time of maximum temperature and then

reason that because of the phase shift from
sunset to mid-afternoon an additional heat

source must be introduced. This same hypoth-

esis is used to explain observed seasonal varia-

tions of atmospheric density. One heat source

that has been suggested (ref. 36 and 37) is

corpuscular radiation associated with the solar

wind which should not be latitudinally depend-

ent. The charged particle temperature obser-

vations are not completely consistent with these

reference atmospheres. It is not known with

certainty whether this is because of a lack of

temperature equilibrium or of inadequacies

either in the neutral gas models or the charged

particle temperature measurements.

Langnauir probes flown on the Explorer VIII
satellite showed a diurnal variation of the elec-

tron temperature from 1000°K at night up to
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1800°K during the day, at a time when the solar

decimeter flux index was 150 (ref. 26). These

measurements were not highly accurate (ref.

38). Furthermore, the lack of a tape recorder

prevented the establishment of an exact diurnal

variation and any observation of latitude de-

pendence. More complete data are available

now from the Langmuir probe experiment used

on the Ariel I satellite which did contain a tape

recorder. The results of Willmore, et al. (ref.

32) are reproduced as dashed lines in figure

11-9. Plotted are three curves of temperature
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FIGURE ll-9.--Diurnal and latitudinal variation of ex-

ospheric temperature.

as a function of local time, each curve corre-

sponding to a different latitude region. There

are three important observations to be made

from these data. First, there is a pronounced

sunrise-effect which most probably represents a

distinct departure from temperature equilib-

rium. As the sun rises, the electrons tempera-

ture would be expected to rise considerably

above the neutral gas temperature. As a con-

sequence, the sunrise effect should be ignored in

the comparison with reference atmospheres.

The second important obserration is that

there is no pronounced peak in the mid-after-

noon. On the assumption of temperature

equilibrium during this part of the day, this
would be inconsistent with the inferred diurnal

temperature variation contained in reference

atmospheres. As Wil]mcre, et al. point out_ the

most important obserration is the pronounced

latitude effect, which they ascrib_ to energetic

particle bombardment in the auroral region.

The Ariel I observations correspond to a solar

decimeter fluz index of 100. The neutral gas

model of Harris and Priester (ref. 36) for this

level of solar activity is plotted in figure 11-9

for comparison with the Ariel I data. As

Harris and Priester point out, the nature of

satellite drag observations is such that the

model is applicable only to low latitudes. Their

entire temperature curve was multiplied by 1.3

to achieve agreement with the nighttime values

at the lowest latitude of the electron tempera-
ture data. Rather good agreement would be
achieved with the low latitude electron tem-

perature curve if the atmospheric composition

at high altitudes was assumed to vary with

temperature in a fashion corresponding to that

illustrated for ions in figure 11-8, rather than

according to the variation which was used by
Harris and Priester.
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FIGURE 11-10.--DiurnaI variation of exospheric tem-

perature at mid-latitudes.

To give further confidence to the Ariel I elec-

tron temperature results, data taken from the

curve corresponding to latitudes between 20

and 40 degrees are compared, in figure 11-10,

with previous observations at these latitudes.

The comparison necessitated normalizing all

data to a given solar condition. This was ac-

complished by using the temporal variation

suggested by Harris and Priester. It is seen

that for the most part there is approximate

agreement between the Ariel I and Explorer

VIII electron temperature values and between

these electron temperatures and values of

(T_+T_)/2 obtained by the indirect method.
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Furthermore, there also is approximate agree-
ment between the charged particle temperature
and values of the neutral gas measured by Bla-

most by the sodium release method (ref. 39 and
40). These all are suggestive of electron tem-
peratures being approximately equal to the neu-
tral gas temperature at altitudes above 450 km
except during the sunrise period. However,
the suggestion of temperature equilibrium im-

plied by this comparison is based on the assump-
tion that the normalization procedure for solar

activity is correct.
It is important to note that the amplitude of

the diurnal variation corresponding to directly
measured temperatures is larger than that of
the model atmosphere which is based primarily
on satellite drag. The most likely reason is that
the model atmosphere applies only to the near-

equatorial region and thus the difference is lati-
tudinal in nature. This is the same conclusion

reached by the Ariel I investigators. It is also
possible that Te/Ti is latitude dependent.

If there is a latitudinal variation of T, the

hypothesis of corpuscular radiation associated
with the solar wind as a second source of heat-

ing becomes subject to doubt. A likely second
source is auroral bombardment by energetic
particles, as suggested by Willmore, et al. If
this is so, a continuous ionization source at high
latitudes, in addition to the solar ultraviolet
and X-ray radiations, is also likely. The possi-
bility of additional ionizing sources even for

quiet solar conditions should expand an already
large program of spaceflight observations,
theoretical research, and laboratory investiga-
tions.
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INTRODUCTION

Throughout the universe physical processes
occur which result in the formation, ionization,

and acceleration of matter. The motion of

these charged particles results in the formation

of magnetic and electric fields. The further

interaction of these moving particles with other

magnetic and electric fields results in their fur-

ther acceleration. As a result, there exists a

whole continuum of charged particles having

energies from thermal to at least 10 _° electron

vo!ts, and nuclear structures from that of hydro-

gen (single protons) to that of heavier mate-

rials (at ]east iron). And throughout regions

as large as whole galaxies, there exist complex

magnetic and electric fields. Until the coming

of high altitude balloons and rockets, and the

earth satellites and interplanetary probes, we

were restricted to the study of the particles and

fields which reached the earth through its

modifying atmosphere and strong magnetic

field, and to the study of secondary processes

occurring far from the earth which produced

radiations capable of reaching the earth. Two

examples of such indirect observations are: (1)

the study of the magnetic field fluctuations at
the surface of' the earth to deduce the existence

of large electric currents (ring currents) in the

high atmosphere ; (2) the observations of radio

signals which presumably are produced by

synchrotron radiation of electrons contained in

a Jovian high intensity radiation belt.
The new instruments of the space age allow

us to conduct experiments within and outside

the earth's modifying atmosphere and magneto-

sphere to learn more about these interesting

phenomena.

This paper will summarize briefly our present
state of understanding of the energetic charged

particle populations in space and the character-

istics of the magnetic fields which interact with

them. For convenience, we shall begin with a

discussion of the galactic cosmic rays, which are

the largest scale phenomenon, and then proceed

to solar cosmic ray% solar plasma, and the

earth's geomagnetically trapped radiati_m
which forms the Van Allen radiation belts.
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GALACTIC COSMIC RAYS

Galactic cosmic rays are those particles which

are accelerated outside our solar system and ar-

rive with kinetic energies greater than about 10

Mev per nucleon. Cosmic rays having energies

as high as about 10" electron volts have been

detected. It seems difficult to imagine that

these very high energy particles could be pro-

duced within our own galaxy, since their radius

of curvature in the galaxy's magaletic field

(which cannot be much stronger on the average

than about 10 -5 gauss) is of the order of the

dimensions of the galaxy itself. Thus, it is

presently believed that they arrive from other

galaxies. Lower energy galactic cosmic rays

certainly must originate from within our own

galaxy. It is probable that at least some of

them are produced initially by localized erup-

tions on the turbulent surfaces of stars, similar

to those which produce the solar cosmic rays

which we will discuss later. It is also probable

that supernovae may be an important source.

These particles are then accelerated. Parker

(ref. 1) has shown that within the framework

of the present understanding of plasma dynam-

ics, all particle acceleration mechanisms occur-

ring outside of the laboratory are reducible to

the Fermi mechanism (ref. fi, 3, 4) which is

based on random particle collision with mag-

netic inhomogeneities. Insofar as comparisons

can be made, the experimental results seem con-

sistent with this Fermi type acceleration
mechanism.

The features of the galactic cosmic rays

which are most amenable to investigation are

the energy and charge spectra, and the modula-
tion of their characteristics with time. The

study of the directional characteristics to as-

certain their sources is not very fruitful be-

cause the directions of motion of the particles

are changed by the very complex magnetic

fields through which they pass, so that the flux

is very nearly isotropic.

Charge Spectrum

The composition (or charge spectrum) of the

primary cosmic radiation striking the top of the

earth's atmosphere is reasonably well known at

the present time (ref. 5, 6, 7). Briefly, 85%

of the particles are hydrogen, 12% are helium,

approximately 1% are in tile carbon, nitrogen,

and oxygen group, about 0.95% are in the lith-

ium, beryllium and boron group, and 0.25%

are neon and heavier. In this heavier group,

nuclei of all charges up to and including iron

(Z='26) have been identified. High energy

electrons constitute 1 to 3% of the total flux

(ref. 8, 9). Whether these electrons are of

galactic or solar origin is not fully understood
at the present time.

A detailed summary of the charge spectrum
is given in table 12-I. There are two features

of this charge spectrum which should be men-

tioned. First, the flux of lithium, beryllium,

and boron is surprisingly high if we assume that

these elements are extremely rare in the source

region, as the table of stellar abundance would

have us believe. These nuclei must be produced

by fragmentation of heavier nuclei colliding

with interstellar hydrogen nuclei. This, then,

gives a measure of the average distance tra-

versed by the galactic cosmic radiation before

striking the earth. If we use presently avail

able fragmentation parameters (ref. 7), this

corresponds to a value of 4 gms/cm _ or im-

plies an average age of the particles of the order

TABLE 19-1.--Relatlve Abundances o/Multiply Charged Nuclei

*Galactic Cosmic Rays ...................

?Sun ...................................

*Solar Cosmic Rays .....................

He,

360

?

1250

Li, Be, B

11

<o. Ol

0.3

C

18

6

6

Ne
<8 <1 3

1 10 <0. O1 ?

<2 I 10 / <0. 4 1. 5

lI<Z<18

9

1

1.3

*The uncertainty In the values in this line varies from 10 percent to 30 percent.

'iThe tmcertainty tn the values in this line are of the order of a factor of 2.
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of 107 years. The other interesting feature is

the large flux of carbon, nitrogen, and Z>10.

The observed values are 10 times greater than

that expected from the known stellar abun-

dances. At the present tim% this is not under-

stood but can 1)erhaps be explained in terms of

supernovae origin (ref. 10).

Energy Spectrum

Ill the high energy region (E>3 Bey) it

has been observed that all charged components

have energy spectra of the form

Kz

J(E) =_,

wlmre J(E) is the flux in particles/(m2-sec-sr)

with kinetic energy >E, -/ is a constant inde-

pendent of Z, and K(z) is a function of Z.

J(E)>0.5 Bey) is typically 1800 particles/

(m_-sec-sr) at solar maximum.

In the region 0.3-5 Bey it is observed that all

charge components appear to display similar

spectral forms when expressed in terms of rig-

idity (R o: p/Z) where p is the momentum and

Z is the charge of the particle. The differential

energy spectrmn shown in figure 12-1 displays a

maximum in the region of 400 Mev per nucleon

and extends down to at least 90 Mev per nu-

cleon. In the region 90 to 200 Mev per nucleon

Meyer and Vogt have found large increases,
which they believe are due to solar cosmic rays

(ref. II). Data from Explorer XII do not show

l'O00

7(INETIC ENERGY {MeYJ PER NUCLEON12-1

FI(_URE 12-l.--Cosmie ray differential energy spectrum

(ref, 11).

this increase; further work will be necessary be-

fore this disagreement can be explained.

Modulation of the Galactic Cosmic 'Radiation

It appears reasonable to assume that the flux

of cosmic rays incident on the solar system is

constant. However, in the vicinity of the earth

large modulations are observed which appear to

be controlled by solar activity. The two most

important types of modulation appear to be the

11 year variation and the Forbush or storm-

type decrease. It was first noted by Forbush

that the cosmic ray intensity varied inversely

with solar activity over an 11 year cycle (ref.

12). Also, Forbush first observed the rapid

world-wide decreases in cosmic ray intensity

which are associated with some magnetic storms

(ref. 1,3), generally following large type 3_

solar flares. At present the best evidence indi-
cates that the modulations are heliocentric and

controlled by solar activity. The effects on cos-

mic rays can be summarized as follows (ref. 14) :
(1) The proton and alpha particles (hydro-

gen and helium nuclei) (R>I.0 BV) similar

forms of differentia] rigidity spectrum at solar

minimum, and maintain the same relative form

of rigidity spectrum throughout the solar cycle.

(2) The total intensity is smaller by a factor

of 2 at solar maximum than at solar minimum,

and the lower energy particles are modulated

most. However_ the low energy component is

never completely removed.

(3) At low energies the form of the spectrum

change appears to be the same for the 11 year

cycle as for the Forbush decre,_ses which have

been observe(].

The modulation effects are interpreted as be-

ing due to large scale variations of the solar

magnetic field. Increases of the magnetic field

strength near the earth result in the deflection

of the lower energy particles before they pene-

trate this field to the position of the earth. This

field arises from two sources. A relatively

steady magnetic field is the result of the stream-

ing of solar plasma from the sun, and is of the

order of 5 to 10 gammas at the earth's orbit_

where one gamma equals 10 -5 gauss. Varia-

tions in this field result in the 11 year cycle.

The Forbush, or storm decreases are caused by
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FIGURE 12-2.--Sun-earth phenomena.

somewhat more localized fields generated as a

result of large solar flares.

SOLAR COSMIC RAYS

The surface of the sun boils in an active man-

ner as the result of the continuous production

of ener_o T inside the sun. At times the surface

becomes unusually turbulent and ejects clouds

of charged particles and streams of radio, vis-

ual, x-ray, and gamma ray radiation into the

space surrounding the sun (fig. 12-2). These

solar eruptions are known as flares and the

charged particles are known as solar cosmic

rays.
When the flare is situated in the right position

oll the sun's surface, the clouds of pqrticles are

ejected in such a direction that they reach the

earth and interact with its atmosphere. There

they produce magnetic storms, radio blackouts,

auroral displays, and other phenomena.

The streams of solar cosmic rays containing

a large high energy content can be detected by
sea level ion chambers and neutron monitors

(ref. 15, 16). The development of the rio-

meter (ref. 17) in 1957 provided an instru-
ment which is sensitive to the effects of small

fluxes (10 pa1_icles/(cm_-sec-sr)) of incoming

particles in the low energy region (10 to 100

5[ev). There were at least a dozen events per

year during the last solar maximum which were

detectable by riometers (ref. 18).
The most. detailed information about these

solar cosmic rays has come from particle de-

tectors flown on balloons, rockets, and space-

craft (ref. 19, 20, 91). Enough data have been

obtained to give an indication of the sequence
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FIGURE 12-3.--Idealized solar proton event configura-

tion, showing the solar ]:_rot_m cloud, tile drawn-out

field, and the effect .a galactic cosmic rays.

of events occurring during these disturbances.
When a solar flare occurs, a tongue of charged
particles erupts from the sun's surface at a speed
of from 1000 to 2000 kilometers per second (fig.
12-3). It takes about a day for this cloud to
reach the earth. The charged particles drag
along the lines of the solar magnetic field which
become frozen into the cloud and forced to move

with it. according to Maxwell's laws. As the
force lines become distended in this manner they
lose their strength. However, the field is still
strong enough at the distance of the earth to
cause a partial screening of the galactic cosmic
rays resulting in the Forbush decreases dis-
cussed earlier. Solar cosmic rays continue to
arrive at the earth for several days after the in-
itial encounter, presumably because of the

storage of particles in this magnetic field.
The particle cloud advances outward from

the sun at such a high speed that it must be pro-
ceeded by a shock wave. This shockfront may
be the reason for the sudden-commencement

characteristic of many magnetic storms.
Parker (ref. i_i_) believes that this shock, re-

sulting in a linked and strengthened magnetic
field behind the advancing front, is the most
important part. of the solar storm process. The
advancing shock wave and particles result in
the geophysical phenomena mentioned earlier.

One of the most striking features of these
solar cosmic ray events has been the variation

from one event to another. In some events, the

flux of protons above 20 Mev has exceeded 103

particles/(cm2-sec-sr) for more than a day (ref.
20, 23, 24) and the total energy arriving at the
top of the atmosphere of the earth for the whole

event has been 10_ergs/(cm_-sr), about the same
order of magnitude as that for Cosmic rays for
a year. On the other hand, events which are
more than a hundred times smaller than this

have been seen (ref. _5, 26), and even smaller
ones probably occur frequently and are not de-
tected. The energy spectra also shows marked
differences from one event to another. For ex-

ample, at comparable times in the November
12, 1960, and the July 12, 1961, events (ref. 94,
27) the integral fluxes above 10 5Icy were nearly

the same, but above 100 Mev they differed by
more than a factor of 300. In some events, the

maximum low energy intensity occurred as
early as two hours after the flare; whereas in
others, it occurred as late as thirty or forty
hours after the flare. In order to show some

of the general characteristics of these events,
the time variations of the integral fluxes above
•20, 100, and 500 5fev are shown for three large
events (ref. 28) in figure 12--4.

On the basis of the detailed study of these
three events, there seems to be good evidence
_hat the relative abundances of all elements

having charges greater than one but less than
about sixteen are nearly independent of energy.
They are shown in table 19-I, along with the
natural relative abundances existing in the sun,
deduced from spectroscopic evidence for those
elements. It is seen that the two sets of num-

bers are the same within uncertainties. Al-
though the helium abundance in the sun cannot
be determined by spectroscopic means, the rel-
ative abundance gi:-en in table lO.-I for helium

in solar cosmic rays is within the rather wide

limits set. by theoretical models of the sun.

The proton component has been observed to

have a very different energy spectrum from the

other components, probably becau_ of its dif-
ferent charge to mass ratio. This has the effect

that the relative at)undance of the proton com-

ponent is a function of velocity. For example,
in one event the proton to helium ratio varied

from about twenty at 40 Mev/nucleon to about
three hundred at 1'205Icy/nucleon.

It can be seen from table 1.2-I that the rela-
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..J JUL.10, 1959

NOV.12, 1961_-

FIOlJRE 12-4. Time variation of the integral flux above

20, 100, and 500 Mev for three solar events (ref. 28).

tive nuclear abundances in the galactic and so-

lar cosmic rays are significantly different. The

difference is primarily a result of the fact that

the galactic cosmic rays have passed through

several grams per square centimeter of material

where fragmentation processes have increased
the relative numbers of the heavier nuclei.

THE SOLAR PLASMA

In addition to the solar cosmic rays produced

by large solar flares, a large number of very low

energy charged particles are continuously given

off by the sun. This stream of particles is often

referred to as the solar wind. Gringauz, et al.

(ref. 29), and Bridge, et al. (ref. 30) indicate

that on quiet days during which there are no

major solar flares, the velocity of the solar wind

is of the order of 300 to 500 kilometers per sec-

ond, with a density of about 10 protons per cu-
bic centimeter at the orbit of the earth. It is

beieved that the particle density varies with

solar activity, and that the magnetic field ac-

i

FZGVaE 12-5.--The geomagnetic field and the cavity

boundary configuration when acted upon by the solar

wind (Ness).

companying the particles modulates the arrival

of charged particles from outside the solar sys-
tem as discussed earlier. Another effect of the

solar plasma is to distort the shape of the geo-

magnetic cavity within which the earth is lo-

cated. This boundary is a rather sharply

defined surface separating the region within

which the earth's magnetic field exerts primary

control over the particle motion (the magneto-

sphere) from the interplanetary region. This

region would be in the shape of a sphere cen-
tered at the earth in the .absence of external

particle motion or fields. But the solar plasma

causes the magnetosphere to be compressed on
the sunward side of the earth and extended away

from the sun as shown in figure 12-5. The flow

of the high speed plasma also creates a shock

wave ahead of this magnetosphere boundary.

Thus, there are three regions which must be

studied, the interplanetary region, the region

between the shock wave and boundary of the

magnetosphere, and the magnetosphere itself.

"The presently available direct measurements of

the quiet solar play, ha have all been obtained

from only three spacecraft, Lunik II, Explorer

X, and Mariner II. Many of the very inter-

esting questions about this phenomenon will
have to await further data.

VAN ALLEN BELTS

The Van Allen Belt radiation consists of par-

ticles trapped in the earth's magnetosphere.

134



eARrrCLES ASO eletos

These charged particles spiral back and forth

along the lines of force of the earth's magnetic
field. Present evidence indicates that these

particles are predominantly, and perhaps essen-

tially exclusively, protons and electrons. The

intensity and energy spectra of these particles

vary greatly with the position in the trapped

region and with the angle between the particle

motion and the magnetic field line at any given

point. Further, at least at large distances from

the earth (several earth radii), rather large

fluctuations of intensity with time are observed,

For these reasons, a complex description of the

particle properties would have to be long anti

detailed, and, in many respects, the picture

would have to remain incomplete because of

the lack of data. Therefore, only the more fun-
damental known characteristics will be reviewed
here.

Protons

Several satellite experiments (ref. 31, 32, 33,

34, 35), including the original work of Van Al-

len and co-workers, have shown that the protons

with energies greater than about 30 Mev are

contained in a roughly doughnut-shaped region

centered over the geomagnetic equator and ex-

tending from approximately 500 kilometers
above the earth to about 6000 kilometers. The

approximate configuration of the belt is shown

in figure 12-6 (ref. 36). The maximum total

intensity of protons having energies g'reater

than 30 Mev approaches approximately 2x10_/

(cm2-sec-sr) in the heart of this region. De-
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tailed energy spectra are available at several

points in this region from the experiments of

Freden and Yfqdte (ref. 37, 38) and others (ref.

39) in one region, and Naugle and Kniffen (ref.

46) in another. In addition to these studies,

there is additional information on the very low

energy proton component. Bame, et al. (ref.
41) saw integral fluxes above 1 Mev of from

3× 105 particles/(cm2-sec-sr) depending upon

the position, but within two earth radii, and an

energy spectrum from 2.7 to 7 Mev that has

approximately the same slope as that observed

by Naugle and Kniffen at high energies.

Davis, et al. (ref. 42) see integral fluxes above

0.1 Mev. in excess of 106 protons/(cm2-sec-sr) at

about 6 earth radii. The spectrum is again very

steep and the flux is below 104 protons/(cm _-

sec-sr) above 0.5 Mev at this large distance from

the earth. These spectra are shown in figure

12-7. Finally, Freeman (ref. 43) has detected

a very intense flux of particles at altitudes from

900 to 1000 Kin. If these particles are assumed

to be protons and reasonable assumptions am

made about their energies, the results would in-

dicate a proton flux above 0.1 Mev in excess of

10s protons/(em_-sec-sr).

Electrons

Much of the existing knowledge on the elec-

tron population of the Van Allen Belts comes

from the same satellite experiments referred to

earlier (ref. 44). The information on the elec-

tron population is summarized in figure 12-8

FIGURE 12-6.--Idealized diagram of the earth's proton

radiation belt (Van Allen).
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FmuaE 12-7.--Integral proton energy spectra at differ-

ent points in the Van Allen belts as measured by
several experimenters.



FIGURE12-8.--Idealizeddiagramoftheearth'selectron
radiationbelt(*,ranAllen).

(ref. 36). The flux of electrons with energies

greater than 1.6 Mev is known to reach a maxi-
mum at about 4 earth radii, and the electron

component is observed to extend out to about 15
earth radii at the equator. There is considerable

controversy over the absolute flux values and

the shape of the energy spectrum, due to the

difficulty of interpreting the experimental data ;
however, recent estimates give a flux of 5 x 10 _

elect rons/(cm:-sec-sr) above 600 Key in the

region of highest intensity and 5 x 10 _ elec-

trons/(cm2-sec-sr) above about 40 Key.
There has been considerable speculation con-

cerning the origin and history of the particles in

the Van Allen Belts, (ref. 45) Hess, Kellog,

(ref. 46), Lenchek, Singer (ref. 47), Vernov, et

al. (ref. 48), and others have considered the pos-
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sibility of albedo neutron decay, where the neu-
trons are secondaries from the interactions of

galactic and solar cosmic rays in the atmos-

phere. There is reasonably good agreement be-

tween the flux and energy spectra of the proton

component in the inner part of the belt above
about 10 Mev, but there are apparently many

serious disagreements, the most serious involves

the flux and energy spectrum of the electrons.
In order to explain the properties of the elec-

tron component, several theories related to

either direct injection or local acceleration by

high-frequency electromagnetic fields (ref. 46)
have been suggested. However, as yet, a de-

tailed quantitative explanation has not been
obtained.

CONCLUDING REMARKS

It is clear that the field of investigation of

the charged particles and magnetic fields has

expanded explosively during the last five years
as a result of the availability of vehicles cap-

able of carrying detectors into space. This field
of endeavor is aimed at the direct investigation

of the basic questions of particle acceleration,

the generation of magnetic fields in the stars,

planets, and in space, and the motions of

matter and magnetic fields in space. The ulti-

mate outcome of this line of investigation should

be a better understanding of a large number

of broad cosmological questions, such as the de-

velopment and dynamics of galaxies, the distri-

bution of matter in the galaxies, and the physi-

cal processes occurring within and near the

stars and planets.
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Space astronomy has opened new windows to

the solar system and universe in the ultravio-

let, X-ray and gamma ray spectral regions.

Rewarding, if brief, observations have been

made in these radiations of the sun, stars, nebu-

lae, and the galaxy. A characteristic of these

results has been their wide divergence with

theoretical extrapol,_tions of visible observa-

tions. A program of observations progressing

from balloons and rockets through orbiting ob-

servatories is underway to supply the bulk of

data so necessary for astronomers. These r_pid

strides in observing te,.hniques presage a decade

of discovery.
Of all the fields of scientific endeavor astron-

omy has felt the greatest impact from space

flight. Studies of the earth's upper atmosphere,

the moon, the planets, the sun, and interplan-

etary space, once the exclusive domain of the

ground based astronomer, are now subject to in

situ study by physicists, biologists, geologists

and meteorologists. However, this recent in-

vasion has been moire than offset by the ability

of space technolog'y to remove the bounds im-

posed by the earth's atmosphere.

Since the turn of the century rapid strides

in large telescopes, fast emulsions, and photo-

electric techniques have found the astronomer

approaching limits imposed by the earth's at-

mosphere above his telescope. Even early in

this century astronomers were seeking high

mountains and balloon flights in their struggle

with the earth's atmosl)here. With the advent

of the sounding rocket and orbiting satellite, the

•tstronomer has available t_ technique to elimi-

nate the effects of the earth's atmosphere com-

pletely. Indeed, this breakthrough has been

hailed by some as the greatest since the inven-

tion of tim telescope.

To understand the meaning of this enthusi-

asm let. us enumerate the limitations that the

e,'trth's atmosphere imposes upon the astron-

omer's observations. The atmosphere is a tur-

bulent, sea which distorts images of objects pho-

tographed or observed through it. This phe-

nomena, which was known to the ancients as the

twinkle of stars, limits optical resolution to one

second of arc.
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The advent of large telescopes and fast photo-

graphic emulsions has revealed another limit

set by the earth's atmosphere. This limit re-

sults from the airglow layer centered about 90

km above the earth. Its diffuse light sets a

background limit in the observation of faint

and distant objects. Faint emissions merge

into this background on long plate exposures

making them undetectable.

The solar astronomer while limited by reso-

lution is also troubled with a third problem;

that of too much light. In the study" of the solar

corona, the solar disk is optically occulted mak-

ing it possible to study the milch fainter coronal

emissions. The limit here is set by direct solar

light scattered by the earth's atmosphere past

the occulting disk of the solar coronagraph.

Finally, a most important limit set by the

atmosphere is its limited transparency to elec-

tromagnetic radiation. In fact, the earth's at-

mosphere absorbs in more regions of the spec-

trum than it transmits. Most of our knowledge

of the universe has been supplied by observa-

tions in visible wavelengths with small exten-

sions in[o the ultraviolet and infrared regions
and in the radio and microwave bands. In the

infrared the constituents of the earth's atmos-

phere absorb ill the very regions that we wish to

observe the planets. Below 3000 Angstroms the

earth's atmosphere is completely opaque and

the far ultraviolet, the X-ray, and the gamma

ray regions are accessible only using space flight

techniques. The importance of this vast region
is derived from the fact that the emissions and

absorptions associated with the ground states

of the lighter elements, the high excitation

states of the heavier elements and many simple

molecules plus an array of nuclear and ener-

getic particle reactions lie in this region.

Thus, it is with the promise of escaping these

bounds that we ,find the astronomer willing to

enter the new era of space technology. It is

not without problems, however, for the astron-

omer, traditionally a lone worker, must deal

with a large engineering effort often involving

thousands of engineers and technicians. IIe

must develop remote observing techniques, and

develop telescopes and detectors for use in

radically different wavelength regions. Added

to these management and technical difficulties,

F_OVaE 13-1.--The Aerobee 150A showing the location

of the Attitude Control System (AC8) components.

Telescopes of 12 inch aperture can be flown under a

removable nosecone. Observing times above the

atmosphere of 5 minutes are possible.

he must design his experimental set-up years

prior to its first use with no hope of an after-

the-fact adjustment that he did not design into

his equipment. Despite these difficulties, the

last decade has seen the orderly development of

an aggressive space astronomy program. An

essential element has been an ever increasing

capability of rocket and satellite systems to

carry the astronomer's telescopes above the at-

mosphere and point them at celestial objects.

Figure 13-1 shows the Aerobee rocket, the

work horse of the early program and, with its

recent poi.nting capability still the main stay

of our observing program. In the early experi-

ments, beginning in 1955, observations were ob-

tained by small telescopes oriented to the long

axis of the spin stabilized Aerobee. The spin

and precessional motion of the rocket in free

flight above the atmosphere scanned the tele-

scopes across both the sky and the earth. From

the optical and magnetic aspect sensors aboard

the rocket, the pointing direction of each tele-

scope for each instant of the flight was deter-
mined. This data in turn was correlated with

the signals obtained from the stars and nebular

objects as telemetered from the rocket. The
astronomer had little or no control over what

he would see, but this remains a very fruitful

technique for the discovery phase of an observ-

ing program. The Aerobee has recently been
s_lpplied with an inertial attitude control sys-

tem which has the capability of pointing the

rocket and its payload to five preselected ce]es-
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I_GWaE 13-2.---Explorer XI launched April 27, 1961

showing the gamma ray telescope attached to the last

stage rocket. This configuration yielded a slow scan-

ning motion as the spacecraft progressed from a pure

spinning motion to an end over end tumble.

tial directions with an accuracy of 1_/_ degrees.

For some applications, such as wide angle pho-

tographs or self guiding telescopes, this ac-

curacy is sufficient. For other applications, this

accurancy enables us to acquire optically the

celestial objects to be studied by an error sen-

sor. These error signals in turn actuate the

servo-controls to reduce the pointing error to
less than one minute of arc.

The spinning and scanning technique has
been extended to satellites where more time is

available to survey the sky. Explorer XI (fig-

ure 13-2) launched in April 1961 is an example

of such a satellite. _ In this case a gamma ray

telescope was pointed along the long axis of the
satellite. The satellite was caused to tumble

end over end to scan at a slow rate. The mag-

netic moment of the satellite interacted with

the earth's magnetic field and precessed the

spin axis over tile sky several times during tile
life of the satellite.

A more advanced observing technique com-

bining both a scanning and pointing capability

is provided by the Orbiting Solar Observatory

(OSO) (figure 13-3) first flown in March of

this year3 The OSO uses the gyroscopic prop-

erties of a spinning body for stability. The

satellite has two main sections. The top part,

containing two pointed experiments and a solar
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FIGWaE 13-3.--The Orbiting Solar Observatory (OSO-

1) launched March 7, 1962. This spacecraft pointed

75 pounds of instruments at the sun with an accuracy

of 1 min'6te of arc. An additional 100 pounds of

experiment were carried in the spinning wheel sec-

tion which swept across the sun once every 2 seconds.

power supply is connected to the lower, wheel-

like structure, by an axle. The pointed instru-
ments are centered on the solar disk to within

one arc minute, by counter-rotating the axle

and precessing the spinning wheel with gas jets.
Future versions of this system will incorporate

finer pointing which will not be restricted to the
center of the solar disk. The wheel of this

satellite also contains experiments which scan

the sky in a known fashion in relation to the

sun. This payload space is useful both where it
is desired to scan near the sun and where it is

imperative that the experiment never sees the

sun.

Finally, we consider out" most difficult prob-

lem; that of pointing the telescope in orbit to

an arbitrary direction on the celestial sphere.

Such _ device, the Orbiting Astronomical Ob-

servatory (OAO) figure 13-4, is under current

development and OAO No. 1 is scheduled to be

flown in 19642 'Up to now we have considered

systems of short duration where inertial guid-

ance is sufficient or where the observed object,

i.e. tim sun, can be uniquely identified. It is

with the OAO that we are attempting our first

celestial guidance system. The heart of the sys-

tem is six small servo controlled telescopes

oriented geometrically around the satellite.

At all times during its orbital flight at least
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1957 to an experiment done on NRL Aerobee
31.' This experiment utilized the scanning

technique described e a r 1 i e r. Figure 13-5
shows the telemeter trace of one of the photom-
eter "telescopes" flown on this flight. The
"telescope" in this case was a z/4"" diameter
bundle of small tubes mounted in front of a

photon counter sensitive to radiation in the

spectral region 1225 to 1350 Angstroms. The
successive telemetering traces a through d show
the signals obtained as the three degree field of
view of the telescope swept the sky. The Re-
gion 1 is the constellation Orion and the Region

l_'mIr_ 13_.--The Orbiting Astronomical Gbservatory
(OAO-1) scheduled to be launched late in 1964.

Telescopes weighing up to 1000 pounds can be ac-
commodated in a 40 inch diameter tube running the

length of the spacecraft.

three of these telescopes are locked on specific
stars. The switching of reference stars and
the conversion of ground commands into the
pointing motions of the satellite is too compli-
cated to describe here in detail. It suffices to

say that this system is designed to point the
experimental telescope, to within one minute of
arc, in the direction desired by the observer on

the ground. At last we will have a remote
observatory above the atmosphere under the
control of a ground observer. The astronomer,
within the limits of his telescope, will be able

to modify his observing program to take ad-
vantage of current data. The one minute of
arc guidance scarcely excites an astronomer but
it does whet his appetite. Starting with OAO
No. 2, the astronomer can feed pointing error
signals generated within his telescope system

to the spacecraft to increase the pointing ac-
curacy to one second of arc. This is not the
limit and, indeed, the experiment in OAO No. 3
is being designed for 0.1 second of arc guidance.

The OAO's promise to be prodigious pro-
ducers of data, for here the astronomer knows
no days, no cloudy nights, no light of the moon,
and even no vacations.

By this time the question must arise that
with all this potential is nature going to be
kind and provide us with interesting data?

To answer this question we go back to March 28,

-- _LLM_-T[R TRAC[ TUBE NO. 19 I12_-135_]

NRL31

,m ....

FIOlYaE 13-5.--Telemeter trace of a photon counter rate

meter flown on March 28, 1957. Due to the preces-

sional motion of the rocket each successive trace

covers a different part of the sky. These data first

revealed the extended nature of ultraviolet sources.

_u

i ...._,_ _si_/_
I

FrCvaE 13-6.--Isophote map of sky at 1225-1350 A.

The heavy smooth curve indicates the horizon.

Trace d of Figure 5 scans from right to left about 10

degrees south of the celestial equator.
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PIO_Z 13-7.--Isophotes of Orion nebulosity at 1225--

1350 A. Even though many early type stars were

scanned in this region no point sources could be

identified.

:::_SOPHOTE5 OF NEBULA AROUNDcZV!RGINIS. VALUESOF .

_URFACE BRIGHTNESSIN UNITS OF 10 ergs-4/cm2/sec.
-14 _ 13_

I

"',,

!

; c: _.

though Spica and a number of other stars were
scanned by the detectors, no point sources were
observed. Succeeding rocket observations in
1960 continued to indicate measured fluxes in

the far ultraviolet approximately an order of

magnitude less than predicted by theory. _. 6
On the other hand results obtained at 2700

Angstroms by Boggess and Dunkelman _ indi-
cated no apparent discrepancies in other stars
for longer wavelengths.

The answer to this tantalizing mystery came
from an experiment by Stecher and Milligan s

using again the scanning and precessing rocket.
They devised an instrument, shown schemati-
cally in figure 13-9, to simultaneously scan the
sky and record ultraviolet spectra of the stars

entering the field of view of the telescope.
This experiment was flown on November 22,
1960 and obtained ultraviolet spectra of 15 stars

in the region 1600 to 4000 Angstroms. The
telemeter traces of several of the stars observed

are shown in figure 13-10. In figure 13-11 the
spectra of a Carinae, a Fo star, is shown to be in
good agreement with theoretical predictions.

This agreement for a star not much hotter than
the sun lends confidence to the remainder of the

observations. Every other star observed was

of earlier type and was found to be deficient in

I_O_E 13-8.--Isophotes of Spica nebulosity at 1225-
1350 A. The cross indicates the location of the star.

This and other data reveal the nebula to emit more

radiation in this wavelength region than the star.

6 is centered about the star Spica (a Virginis).

These data plus that from three other telescopes
has been plotted in the form of a sky map in
figure 13-6. Figures 13-7 and 13-8 show the
detailed isophotes of the Orion and a Virginis
nebulosities. The existence of these nebulosities

and in particular the one around Spica was un-
expected. The fact that there is no indication
of any nebulosity at visible wavelengths and
that the integrated intensity of the nebula was
roughly that expected from the star itself has
posed a mystery that remains to this day.
However, an equally significant and puzzling

point was noticed in these observations. Even

PXOTOMULTKPLiER

FIOVRE 13-9.--Schematic of .the objective grating

spectrophotometer flown by T. P. Stecher and J. E.

Milligan on November 22, 1960. The spin axis of the

rocket is perpendicular to the plane of the drawing.

Parallel stellar light enters the instrument through
the baffle. The rotation of the rocket scans the

spectrum across the slit. The resulting spectrum
appears as a time modulated signal from the

photomultlplier.
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PzouaE 13-10.--Typical spectra obtained with instru-

ment of figure 13--9.

I_OURE 13-11.--The ultraviolet spectrum of ,, Carinae.

The solid curve is the observed flux and the dashed

curve is theoretical prediction.
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I_GUR_ 13-12.--The ultraviolet spectrum e Canis
MaJoris. The solid curve is the observed flux and

the dashed curve is theoretical prediction. The gap
in the observation is due to the interference of a zero

order signal of ,, Canis MaJoris.

flux below 2400 Angstroms from that predicted
from model atmospheres. The extent of the

disagreement is typically illustrated in figure
13-12 by the observation and theoretical predic-
tion for c Canis Majoris. Stecher and MiHigan
conclude that this disagreement with theory can
be resolved by the inclusion of an additional

source of opacity due to quasi molecular absorp-
tion in the stellar atmosphere. A comparison
of stars with the same classification (_ Canis
Majoris, B1 II and fl Canis Majoris B1 II)
show spectral differences below 9,400 Angstroms
again emphasizing the disagreement with ex-
trapolations from ground based data.

It should be noted that with this experiment
we have tied together for the first time in a

consistent picture a series of observations by
different observers using different techniques of
the stelar fluxes from 1225 to 3000 Angstroms.
Below 2400 Angstroms and extending at least

to the Lyman a line near 1216 Angstroms the
fluxes of early type stars are substantially less
than predicted, with the differences between
stars unexplained by current stellar classifica-

tions. This is admittedly an incomplete pic-
ture lacking much in resolution and statistical

coverage but it marks the beginning of an
orderly observation program.

This story concerning one sequence of data
can be used to stimulate a little speculation into
the future. The single characteristic that

stands out is that we have been surprised by
every experiment that we have performed.
This is due to the hazard of theoretical pre-
dictions in areas where no experimental evi-
dence exists. It shows the beginnings of
young and promising field. Based on the one

train of data, a partial list of problems to be
solved emerges; the need to extend the stellar
classifications to include the ultraviolet region,
develop new stellar models to account for the

ultraviolet deficiency, determine the reddening
laws of the far ultraviolet, and assess the impli-
cations of the revised radiation field of inter-

stellar space.

There are a number of questions still un-

answered as to emission mechanisms and energy
sources for ultraviolet nebulosities. These

problems are as yet undetermined experi-
mentally and more observations are needed both
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in the form of surveys and observation pro-

grams devoted to specific problems.

It appears that the greatest impact on space

astronomy will be its feedback to ground based

astronomy and astrophysics. New detectors,

remote observing techniques, and advanced elec-

tronic instrumentation will be applicable to

most ground observing programs. New obser-
vations in the ultraviolet and X-ray regions in
turn stimulate the need for theoretical and

laboratory determinations of cross sections and
F values. The need for ultraviolet and X-ray

optics is stimulating research in the optical and

solid state properties of materials which has al-

ready resulted in breakthroughs in optical coat-

ings, metal mirrors, and ultraviolet photoemit-

ters. Finally the increased emergence of

astronomy in the public eye will stimulate a

greater number of promising young students

into considering astronomy as a career.
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The effects of solar radiation on the earth's

atmosphere are indeed profound and far reach-

ing. Indirectly, through heating of the earth's
surface and the resultant transfer of the thermal

energy to the air, the lower atmosphere to alti-

tudes of, say, 30 km is continuously agitated,
circulated, and mixed. Thus the relative con-
centrations of the various constituents, nitrogen,

oxygen, argon_ carbon dioxide, and the lesser
gases, are fixed. The mixing process is aided
by the relatively high density of the gases be-

cause of the frequency with which the various
gas particles collide and thus transfer energy,
particle to particle. In the region around 50
km, ultraviolet energy is absorbed strongly by
ozone, heating this region very effectively and
helping to extend the mixing process to high
altitudes. Figure 14-1 illustrates a .typical

temperature curve and indicates regions of max-
i_num energy absorption.

At altitudes greater than about 100 km how-
ever--and this value must be considered very

approximate--the mixing process is no longer

preponderant, and Dalton's law hoIds, increas-

ingly with altitude. Thus, from this level up-

ward, the various gases tend to "settle out" or
"separate" according to their masses. Since

the heavier gases will be concentrated at the

lower altitudes, this concept of separation can
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_Gmm 14-1.--Typical atmospheric temperature curve
showing impinging solarradiation.

be expressed in terms of the parameter: mean
molecular weight. The value of this descrip-
tive parameter in the atmosphere is thus ob-
served to be constant at the familiar value of

28.96 up to an altitude of about 100 km, signi-

fying fully mixed air, where it begins to de-
crease, reaching much lower values at greater

altitudes. At the greater altitudes the lighter

components helium and then hydrogen are most

prominent; thus the mean molecular weight
may be observed to decrease to a value of ap-
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FIGURE 14-2._ravltational separation of atmospheric

gases and mean molecular weight.

proximately 1, denoting hydrogen and ignoring

the electron as a constituent. Fignre 14-2 illus-

trates these phenomena in a. conceptual manner.

Other phenomena are observed which also

are of great consequence in atmospheric process

considerations. Molecular gases are dissociated

and ionized, and new gases are formed begin-

ning in the 80-100 km region and above, pro-

viding an important energy sink and at the

same time establishing the ionosphere.

The general atmospheric processes discussed
here are characteristic of an equilibrium situa-
tion between solar infrared and other radiation

absorbed directly or indirectly by the atmos-

pheric gases, and gravitational forces acting on

the atmospheric gases.

k detailed description of all atmospheric

processes including dissociation, ionization,

recombination, and other aspects including

temperature, density, composition, and winds

would be correctly described as the physics

and chemistry of the atmosphere or, more ap-

propriately, aeronomy, a name recently pro-

posed by Professor Sidney Chapman, a re-

nowned scientist 9f the upper atmosphere.
In research in aeronomy conducted to date,

experimentation has been directed mostly to-

ward a determination of (a) the composition

of neutral and ion constituents, (b) tempera-

ture, (c) the density, and (d) the radiation of

solar origin absorbed, reradiated, and con-

ducted by the tenuous atmosphere. Theoretical

studies have also been devoted to these aspects
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lVlG_raE 14-3.--Representation of atmospheric chem-

istry proces._es.

but in addition have emphasized energ 3" ex-

change processes, the knowledge of which is

fundamental to an understanding of atmd2-

pheric processes. Attention has been given to

the problem of the escape of hydrogen and
helium as part of the composition studies.

These subjects are all intetTelated; they lead to

controversial theories; and they emphasize the

need for better information regarding diffusion

rate coefficients, cross sections, absorption co-

efficients, and reaction coefficients. Figure 14-3

represents the gross particle situation. Dia-

grammatically, processes from left to right re-

sult from solar energy input, while processes

from right to left show the relaxation or recom-

bination process that predominates when the

solar input is removed.

The atmosphere, at least in its gross aspects,

seems reasonably well understood above 150-

200 km. Experimental data pertaining to this

region have been obtained almost exclusively

by studying satellite orbit decay. Results have

shown strong fluctuations to be coupled with

solar activity as measured, for example, by the
flux of radiation in the 10 cm band.

Direct sampling of atmospheric constituents

has also been accomplished through use of a

few rockets and satellites. Sputnik III, the

first Russian carrier for aeronomy experiments,

provided crude indications of ion composition,

gas density, and ion density. Explorer VIII,

an American satellite provided, through ion

energy measurements, a first direct indication
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FIGURE 14-4.--Photograph of telemetry record showing
direct detection of He+ and H*.

FIGURE 14-5.--Drawing of the S-6 aeronomy

satellite.

of the presence of helium, making possible a cor-
relation with simi]ar indications from satellite

drag measurements. A rocket flight accom-

plished about one year ago made for the first

time, direct measurements and thus positive

identification of helium and hydrogen ions, us-

ing an ion mass spectrometer. Figure 14-4 is a

photograph of a portion of the recorded telem-

etry signal from this flight. The two peaks ob-

served represent current resulting from the

collection of the helium and hydrogen ions.
Measurements of the diurnal variations of

neutral particle density have been made with

an instrument carried by a Discoverer satellite.
Indications showed a factor-of-four variation

comparing density on the daytime side of the

earth to the nighttime side. This confirms the

fact, first detected from satellite drag measure-

ments, that the earth's atmosphere bulges on

the sunlit side as a result of atmospheric

heating.
It should be noted here that all the measure-

ments discussed have been made within about

the past four years, showing that our knowledge

of the aeronomy of the high altitude regions is

quite recent, is certainly not far reaching, and

is possibly wrong in several respects.

A new experimental attempt, on which we are

working very hard, and which we hope will

give us new and more precise information, in-

volves a specialized aeronomy satellite.

It will provide for fundamental measure-

ments of atmospheric density, temperature,
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pressure, composition, ion density, electron den-

sity, and electron temperature. Figure 14-5 is

a line drawing of the satellite which illustrates

the various components. The satellite, having

a spherical shape and being vacuum tight, is

designed to minimize contamination of tim local

atmosphere and thus permit, as pi:ecise mea_s-

urements by the sensors as the technology

permits. TMs satellite will cover the altitude

range of 250 to 1000 km and extend in lati-

tude to within several degrees of the arctic and

antarctic regions.

The mass spectrometer, a primary sensor sys-

tem of the satellite, developed for composition

me,'tsurements, is an example of the nw, st effec-

tive means we know for determining by direct
particle detection the relative concentration of

helium, atomic nitrogen, atomic oxygen,

molecular nitrogen, and molecular oxygen

throughout the satellite's orbit.

The composition measurement problem is

complex, requiring (a) that one obtain an un-

contaminated atmospheric sample while the

satellite is moving at a velocity of about 5 miles
per second, (b) the measurement of the con-

centration of each constituent of the sample, and
(c) the interpretation of the measurement in

terms of ambient densities. Complicating fac-

tors are the large dynamic range of particle con-

centration the instrument, must accept through-

out the orbit, and the possible alteration of a

sample by the presence of a hot cathode--or

other metallic or catalytic surfaces that must
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be there. Although this specific reference is

made to problems of mass spectrometry, simi-

lar constraints are encountered in conducting

any experiment that samples, in effect, the at-

mospheric gas. Figure 14-6 is a diagram that

illustrates the basic particle movements in a

maguetic spectrometer.

In addition to the aeronomy satellite the Or-

biting Geophysical Observatory (OGO) series,
in which several unive_ities are already par-

ticipating by conducting scientific experiments,

will also provide opportunities for Aeronomy

research. The EOGO (EO slgnlfyingeccentric

orbit) and POGO (PO signifying polar orbit)

will, in contrast to the aeronomy Satellite, cover

the entire globe, extending studies into the polar

regions. Figure 14-7 is a drawing of an OGO
satellite.

z ÷4_V
=-

PIGUR_ 14-6.--Schematic diagram of particle move-

ments in a magnetic mass spectrometer.

l_ouP_ 14-7.--OGO satellite in orbit.

All satellites, because of their high orbital

velocity, enable primarily horizontally oriented

investigations of an aeronomy nature. Rocket

launched experiments, on the other hand, per-

mit the experimenter to obtain a vertical profile
of the atmosphere at specific locations.

Several hundred launchings have been con-

ducted during the past I6 years, many devoted

to aeronomy.

Two new projects underway at the Goddard

Space Flight Center provide unique examples

of the kinds of aeronomy experiments now

needed for continuing and productive atmos-

pheric exploration. As in satellite experi-

ments such as OGO where several experiments

of different disciplines enabling direct correla-

tion of results can be conducted simultaneously,

the "Geoprobe" series will enable multiple ex-

periments in aeronomy. These launchings will

initially provide data to several hundred kilo-

meters, a_l somewhat later to a few thousand.

Measurements will include neutral particle and

ion composition; neutral particle, ion, and elec-

tron density and temperature. These data will

provide better insight into the separation

(layering) of ions and neutral particles and will

enable a better understanding of how solar

ultraviolet energy is dissipated in atmospheric

heating.

The Geoprobes will be concerned principally
with the region above 200400 kin. For lower

altitudes the TP (standing for "thermosphere

probe") has been conceived. 3his lower alti-

tude region is characterized by a high tempera-

ture gradient and by transition from a mixed,

un-ionized atmosphere to a region of maximum

charge density. Molecular oxygen is dissoci-

ated here and gaseous diffusion and conduction

play controlling roles in establishing the equi-

librium state. Gases can be considered singly

and in hydrostatic equilibrium. The region

cannot, in general, be probed by satellites; thus

the geographical extent of one's knowledge is

limited and will not be so easily attained.

Figure 14-8 shows some characteristics of

the region to be studied by the "TP." The elec-

tron temperature, believed to be particularly

sensitive to solar conditions, is the parameter

illustrated under differing conditions.

The experimental device being prepared will
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FI(_VRE 14--8.--Electron temperature characteristics of

the ionosphere,

carry different combinations of instruments in

a eonfignration that will be ejected from its

launching rocket at about 80 km, where aero-

dynamic effects become insignificant in regard
to the device's motion. For the first launching,

the objective is to perform simultaneous in-

dependent measurements of the temperature of
molecular nitrogen molecules, and electrons, in

order to provide better data concerning the ther-
mal equilibrium question. Later TP experi-

ments will be devoted to neutral particle density

and composition, and other aeronomy param-

eters, as have been discussed.

A review of aeronomy experiments, studies,

and data interpretation problems will reveal
the need for a better understanding of per-

tinent fundamental factors, considerations, and

constants. Many of these items pose chal-

lenging problems for the critical and com-
petent scientist. While many can be con-
sidered instrumental or technological in natul_,

most require, for advancement of our knowl-

edge, recourse to very fundamental considera-

tions of the physics and chemistry of gases and

solids.

To conclude this report on aeronomy research

on a note of challenge, the following listings

have been drawn up to illustrate those areas

where more research will permit significant

fundamental advances in our understanding of

planetary atmospheres. The listing is also

intended to provide an indication of existing

challenging topics for university scientists and
students. Each item abounds in research and

thesis content, and thus is suggested as one

means of bringing about more extensive partici-

pation of the academic community in the

nation's space exploration effort.

In specific reference to the measurement

techniques, better solutions to the following

problems are needed :

1. Attainment of a true ambient sample.

2. Interpretation of measured values of

atmospheric samples in terms of true
ambient conditions.

3. Conversion of small currents to useful

signals (e.g., 10 _ amperes to a 5 volt

signal).

4. Development of improved sensors .(how

one can measure pressures as low as 10 -_5

mm Hg).

5. Reliability of sensor equipment.
6. Absolute measurement of ultra-high

vacuum (to 10 -_'_ mm Hg or 10 particles

per cm_).
7. Generation of known and controllable

beams of neutral particles (e.g., a beam of

selected neutral particles of controllable

velocity).

In regard to physical constants, the following
are needed :

1. Better knowledge of gas reaction co-
efficients.

"2. Better knowledge of absorption cross
sections.

3. Better knowledge of gas/solid reaction
coefficients.
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INTRODUCTION

One of the goals of the exploration of the

solar system with manned and unmanned

probes is to obtain an understanding of the ori-

gin and properties of the phyical bodies which

make up this system and of the origin, distri-

bution, and properties of life within it. Con-
sideration of deep space excludes the Earth and

its near vicinity as a specific target for study.
It must be evident, however, that one of the

major motivations for extraterrestrial explora-

tion is curiosity about ourselves, our origin, and
our environment.

The exploration of the solar system by means

of probes is not the only method of obtaining

such data, but it is clearly the most hazardous

and expensive, and in many instances, the most
difficult,. It is essential, therefore, that. the

present and planned expansion of effort using

unmanned and manned spacecraft be led by or

at least paralleled by an expansion of activity

using conventional and unconventional Earth-

bound methods. The pursuit of data by these

methods is worthy of the best possible effort so

that space probes not be used for measurement

when other means are possible, and maximum

results are obtained when their use is necessary.

Similarly, the utilization of unmanned probes

should be maximized in order to minimize the

burden on the use of manned spacecraft. The
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question should not be, what can deep space

probes do, but rather, what can Earth-bound

methods not do and, analogously, the question

should not be, what experiments can be per-

formed with manned spacecraft, but rather,

what experiments cannot be done sufficiently
well without man's presence at or near the

source of data.

For the present purposes, the targets of ex-

ploration can be grouped into four categories.
First, the Sun and its atmosphere to the outer

reaches of the planetary system near and far

from the ecliptic plane; second, the planets

Venus and Mars; third, the Moon; and fourth,

the distant planets and their moons, the as-

teroids, and the comets. With respect to the
first three of these categories, it is possible to

discuss potential steps of exploration, their in-

terrelationship, and their relevance to the cru-

cial scientific questions, with a sense of practi-

cality and immediacy not possible with respect

to most of the targets in the fourth category.

With respect to that group, the question is not
how and why should the exploration of each

target be accomplished but which of these tar-

gets is it possible to explore in the near future.

While it may well be that the most immediate

and possibly one of the most rewarding first

targets will be the comet Encke, even for that

venture it may be premature to undertake de-

tailed scientific planning.
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With the exception of the rudimentary photo-

graphs obtained by the Russian probe Lunik

III, essentially all observations of the Sun, of

the planets, Venus and Mars, and of the Moon
were made from the Earth and near Earth in

the electromagnetic spectrum. These observa-

tions and measurements have been passive with

respect to all these bodies and additionally have

been active in the microwave region with re-

spect to the Moon and Venus and active in a

preliminary way in the near-infrared with re-
spect to the Moon. The analysis of the shreds of

data obtained in this manner to date have per-

mit.ted scientists capable of bridging the several

scientific disciplines involved to weave a fairly

substantial fabric of understanding of some as-

pects of the properties of these bodies. Isolated

and misinterpreted data have in past decades

invited fairly widespread speculation, often by
untrained amateurs, which has sometimes

tended to emphasize, particularly with respect

to the Moon and planets, what the surfaces

could be like rather than what they should be

expected to be. This excessive speculation,
which has tended to obscure the distinction be-

tween science and science fiction, may have in

part, been responsible in this country for the

relatively limited participation of scientists in

studies of the Moon and planets. The shortage

of observing time made available for this pur-

pose by observatories having equipment of ade-

quate caliber may be a symptom of this problem.

It is not the purpose of the pre_nt paper to

attempt to review the status of solar physics or

of the lunar and planetary sciences but rather

to discuss the contribution that the exploration

of deep space by manned and unmanned probes
can make to three crucial scientific questions.

These questions are :

1. Steller evolution and the synthesis of
elements.

2. The formation of the planetary system.

3. The origin of life.

CRUCIAL QUESTIONS

Stellar Evolution and the Synthesis of
Elements

There are three disciplines which at the pres-

ent time provide the bulk of pertinent observa-

tional data. These are: astrophysics, which in

the present context provides data on the rela-

tionship between age and type of star and cer-

tain general stellar processes and elemental

abundances; solar physics, which provides data

on present detailed properties, processes and el-

emental abundance of the Sun; and geo-and

cosmochemistry, which provide data on the rel-

ative elemental and isotopic abundances of the

Earth's crustal material and of the relatively

meager bits of meteoritic material available for

that purpose.

It is unlikely that flights of deep-space probes

will in this decade contribute astrophysical

data. It is also unlikely that spectroscopic
measurements of the Sun can be made more

advantageously from deep space than from near

Earth. Neverthe|e_% the Sun is the only star
on which certain observations can be made from

deep space probes that cannot be made from the

Earth or from regions near Earth. It can be

argued that a best possible understanding of
present solar properties and processes may con-

tribute to the extremely complex general prob-
lem of stellar evolution.

Observations of the Sun which can be made

only from deep space probes include :
1. Measurements of mass flux as a function of

solar latitude.

2. Measurements relating to the structure and

properties of solar plasma.
3. Measurements of the solar and, possibly,

the galactic magnetic fields.

4. Measurements of the fluxes of relatively

short-life-time particles.

5. Direct measurement of processes in the

outer fringes of the corona.

6. Separation of spacial and temporal phe-

nomena by simultaneous measurement

from differing heliocentric coordinates or

by scanning the ecliptic plane from a

vantage point far from that plane.

While it is beyond the scope of the present

paper to relate in detail how results from ex-

periments of the type listed contribute to the

general problem, it is worth noting that at least

four types of missions are required to carry out

the observations.

1. Solar probes to within ten solar radii from

the Sun's center, the closest distance for which
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a space-probe design can be extrapolated from
present technology.

2. Simultaneous measurements from at least

two probes approximately one astronomical unit
from the Sun and moving far from the Earth.

3. Probes capable of reaching beyond five
astronomical units.

4. Out-of-the-ecliptic probes to at least 25 ° of
solar latitude.

Instruments carried on missions of these

types should have a broad capability for meas-
uring the properties of fields, particles, and
radiation.

By astronomical methods, the average densi-
ties of the Moon and Mars have been deter-
mined and for Venus and some of the other

planets, they have been estimated. Direct ob-

servational data relating to the composition of
stars, of the Sun, and of the atmospheres of
several of the planets have been obtained. Only
in rare instances have isotopes been differenti-
ated by these methods (Ref. 1). For the
Earth's crust and the available meteoritic mate-

rial, relative elemental and isotopic abundances

have been determined. Studies of the synthesis
of elements rely on these conventional data and
theoretical considerations.

Deep-space probes are a potential course of
cosmoehemical data of immeasurable signifi-

cance. Spacecraft that fly by or orbit Mars
and Venus carrying microwave, infrared, and
ultraviolet spectrometers can obtain data which
are capable of substantially increasing our
understanding of the composition and structure
of the planetary atmospheres. Gamma-ray
spectroscopy from impacting or orbiting space-

craft and possibly X-ray and neutron spectro-
scopy from orbiters can provide data on lunar
surface composition.

Complete and precise elemental analyses can

be accomplished only, however, by direct pro-

cessing of surface and subsurface material _'_t

situ or after bringing the samples to Earth. It

appears unlikely that isotope ratios will, in gen-

eral, be determined by _;n.situ analysis in the

near future but will require the carrying of

samples to Eaah. A wide variety of analysis
instruments capable of automatic operation on

the lunar surface have been studied, and some

are in advanced stages of development. It. is

with the landing of these instruments and the
subsequent return of lunar surface and subsur-
face material, which will provide the first, such
data on extraterrestrial material of certain

source, that vital new data on the distribution

of elements and isotopes will be obtained.
These data and similar data from the near

planets must certainly contain clues for the
solution of certain puzzling aspects of the prob-
_em of the synthesis of elements.

The Formation of the Planetary System

Tile present data on which theories of the
formation of the planetary system are based in-
clude the physical evidence of the position,

motion, masses, and densities of the planets and
their satellites; the nuclear evidence from the
Sun, the planets with atmospheres, the Earth,
and meteorites; and the mineralogical data
from tlm Earth's crust and from meteorites

(Ref. 2). These data have given rise to several
modern theories which attempt to explain the
formation of the planetary system, none of
which can be considered completely satisfac-
tory. The limited data obtainable from Earth
are sufficient to provide constraints for an
unambiguous theory of planetary system
evolution.

In the present context, it can be said that the
mass, dimensions, motion, and nmjor constitu-
ents of the atmosphere of Mars are reasonably
well known. However, the magnetic field
strength, mass distribution, surface chemistry
and structure, and the abundance of most rare
constituents in the atmosphere cannot be de-

termined by Earth- or near-Earth-based instru-
ments. All can either be determined com-

pletely, or at least in a preliminary way, from
space probes which it is possible to launch in
this decade.

Venus is even less undemtood. Only carbon

dioxide has been measured directly in the at-
mosphere, and the abundance of the dominant
constituent, nitrogen, is inferred. The mass
and dimensions can be estimated, but its rota-

tional motion has not been conclusively deter-

mined. _qaile its surface is almost certainly

hot, the mechanism for producing this relatively

high temperature is not yet understood. Its

surface chemistry is almost completely unknown
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except for what is inferred from the high sur-

face temperature, somewhat high carbon diox-

ide concentration, and probably low water va-

por concentration in the atmosphere. All of
these uncertaint ies or unknowns can be resolved

or determined, at least in a preliminary way,

from space probes which can be launched in this
decade.

During this time, the exploration of Mars

and Venus will almost certainly be limited to

the use of unmanned probes. The earliest of

these, Mariner II, is in transit to Venus at the

present time and is expected to arrive at closest

approach on December 14, 1962. It is instru-

mented to make measurements relating to the

planetary magnetic field and to the structure

and temperature distribution of the atmosphere.

It is a member of the simplest category of plane-

tary probes, the flyby. Probes capableof flying

by Mars would be able to make measurements

relating to the planetary magnetic field and to

the atmospheric composition and structure, and

in a preliminary way, of obtaining pictures of

relatively large-scale surface structures.

Orbiting spacecraft are capable of obtaining
in a more complete and sophisticated form data

of the type obtainable from flybys. Mass dis-
tribution can also be determined from orbiters.

The surface structure of Mars is probably deter-

minable from orbiting spacecraft, but Venus

may require lifting vehicles for the penetration
of the cloud cover.

Detailed measurements of atmospheric struc-

ture and composition can be made from cap-

sules designed to penetrate the atmospheres but

not necessarily to survive tbe surface landing.

However, the measurements most important for

understanding planetary evolution can only be

made from soft-landed spacecraft.. The meas-

urements of seismic activity, surface physical

properties, elemental composition, and min-

eralogy which may be directly relatable to the

history of the planetary body can only be made

in this manner. Sample return vehicles

launched from such spacecraft would contain

treasures of tremendous scientific value. These

samples would permit the obtaining of isotope
ratios in addition to the definitive determina-

tion of a number of other properties.

It is perhaps a stroke of good fortune that

the Moon, our nearest and most accessible celes-

tial neighbor, may prove to contain clues relat-

ing to the formation of the solar system which

transcend all others in importance. The Earth-

M?oon system represents the only double planet

within the solar system. With respect to the

Earth, the Moon is relatively large and of low

density. It is these and many other puzzling
anomalies, unexplainable at the present time
because of the limited data available from

Earth-bound techniques, which the unmanned

and manned program of hmar exploration has

the capability of I_esolving.

Impacting spacecraft have the capability of

obtaining relatively high-resolution pictures of

the lunar surface, of measuring radar reflec-

tivity, of carrying a gamma-ray spectrometer

(for estimating the K 4° concentration and

detecting certain other isotopes that are nat-

urally radioactive or made radioactive by solar

particles), and for depositing instruments such

as a simple seismometer on the surface. Orbit-

ing lunar spacecraft can carry out radar map-

ping, measure radar reflectivity, measure

surface and subsurface temperatures with

microwave and infrared radiometers and spec-

trometers, carry out preliminary mineralogical

mapping by means of an infrared spectrometer,

photograph the surface with a high-resolution

monocular and a stereoscopic camera system,

view the surface in various polarizations and

colors, search for atmospheric hydrogen by

looking at the surface in the ultraviolet, and

map the distribution of certain isotopes by

means of a gamma-ray spectrometer. It may

also be possible to employ X-ray and neutron

spectroscopy usefully. All of these methods

and instruments are capable of gathering data

not obtainable by other, more conventional
Earth-bound methods.

While orbiting spacecraft examine relatively

large areas and can be used to obtain relation-

ships between large-scale features, soft-landed

manned and unmanned spacecraft should be

used to examine relatively small areas in great

detail. The area to be investigated by manned

and unmanned spacecraft can be substantially

increased by supplying a roving capability, and
the detail with which the material can be ex-

amined can be greatly enhanced if carefully
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selected samples are returned by means of
manned or unmanned spacecraft.

On soft-landed spacecraft, emphasis can be
expected to be given to a visual or photographic
examination of surface texture, to the measure-
ment of physical properties such as bearing-
strength, hardness, magnetic permeability, etc.,

to the examination of grain-to-grain relation-
ship by means of a petrographic microscope, to
the study of the mineralogy by means of an X-
ray diffractometer, to the determination of the

elemental composition by means of one of sev-
eral instruments under development, to the
measurement of surface and internal lunar

structure by means of passive and active seismic
techniques, and to the determination of the

planetary and local magnetic field by several
possible techniques. Many or most of these
measurements can be directly or indirectly re-
lated to the problem of lunar origin and history,
and can be expected to provide a particularly

rich source of data for understanding the for-
mation of the planetary system.

The Origin of Life

For the present purposes, a living substance
can be defined to be one capable of replicating

and of evolving into functionally more complex
forms. The merit of this definition is that it

relies on the single general principle known in
theoretical biology, the principle of evolution
(Ref. 3). The formation of the first replicating
molecule must have been preceded by the de-
velopment of nutrients sufficiently complex to
serve these substances efficiently. The nutrients
could either have been formed duioing one of the
phases of condensation of the solar system when
the light elements must have been very abun-
dant locally or could hav_ been formed by geo-

chemical processes relatively late in solar sys-
tem evolution. Recent detailed examination

has found a number of very plausible ways in
which specific, complex organic molecules can
be formed. The question is now not how the
probiotic nutrients could have been formed,
but which of several methods provided the most

important source.

If panspernia is excluded, the first replicating

molecule was formed out of this broth of pro-

biotic organic substances. These early self-rep-

licating polymers need not have been nucleic
acids. The fact that there is no present evi-
dence on Earth for the existence of these forms

does not preclude their having once existed,
since they most likely would have been delica-

cies for the later, more sophisticated substances.
It is thus the evolutionary process itself which
makes it unlikely that tracing back to the ear-
liest life forms on Earth will be completely
successful.

There are, therefore, four major questions
which may well be unanswerable from evidence
gathered on Earth :

1. Are there fundamental general laws of
biologT in addition to that of evolution?

2. What. was the principal source, of probiotic
nutrients

3. "What were the first self-replicat ing
polymers ?

4. Are the nucleic acids a unique solution to

the genetic problem ?
There is at present a strong indication that

experiments from deep-space probes can pro-
vide new data of great, significance to the reso-
lution of these questions. The exploration of
the Moon and of Mars has special significance

in this regard.
Even now there are conjectures that life exists

or did exist in the past in regions on the Moon,
where the environment locally is sufficiently
less hostile than that of the typical surface re-
gions to have permitted the establishment of
life. While that possibility must be considered

fairly unlikely, the possibility that probiotic
nutrients were formed by one of the several
methods is distinctly feasible. The presence of

organic substances in certain meteorities was es-
tablished in the 19th century. Modern analyses
of the carbonaceous chondrites have shown the

existence of a number of complex compounds.

Urey has suggested that these meteorites might
have come from the Moon. Even if tliis is not

the case, the existence of organics in the parent
body of the carbonaceous chondrites is evidence

that such substances are found extraterrestrially

amd raises the plausibility of their presence on

the Moon. A gas chromatograph specifically

designed to implement the search for and the

identification of organics on the Moon is under

active development at the present time.
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The question of the possibility of life on

Mars has been an intriguing one for many dec-
ades. It has been known for some time that the

environment on the Martian surface is suffi-

ciently mild to make possible the existence of
life forms not too dissimilar from certain lim-

ited classes on Earth. Some experiments have

even purported to show that special forms of
Earth-life could survive a simulated Mars

environment.

Within the last few years, the possibility of

life has been supported by the conclusive evi-

dence that the Martian polar caps are indeed

crystallized water. The existence of life has

actually been suggested by Sinton's findings of

bands in the infrared reflective spectrurd which

have greater prominence in the dark, seasonally

varying surface markings and suggest an accu-
mulation of hydrocarbonaceous material in

those regions and by Dollfus' findings of varia-

tion of the polarization, _ggesting changes of

granularity of those areas.

While it is of great fundamental interest to

explore the detailed nature of these findings

further from orbiting and flyby spacecraft, it

is tile capability for selecting the areas most

promising for a detailed study from landed

vehicles which may prove to have greatest sig-

nificance. Infrared filter, grating, and inter-
ferometer spectrometers of various _pectral

ranges, spectral resolutions, and surface resolu-

tions are under development at the present time

for that and other purposes.
The detection of life on Mars and the determi-

nation of its properties is a prize of greatest

scientific significance and is one of the prime

goals of the U.S. planetary exploration

programs.
At least four questions must be answered

before the existence of Martian life can be

established firmly.
1. How does it live ?

3. What does it look like ?

3. What does it eat ?

4. What is it made of?

There is, of course, considerable temptation to

concentrate on limited areas of the last two

questions, on the hazardous and intellectually.

disappointing assumption that. Martian life is

similar to Earth-life. For example, it has been

suggested that the response to a feeding of

mltrients should be determined, or that DNA

should be looked for, or proteins or certain

enzymes, etc. While such experiments, if posi-
tive, would be tremendously exciting, the ab-

sence of general guidelines as to what nutrients

to select, what enzymes to search for, etc., raises

the possibility that such very specific first tests

have a sufficiently low probability of succeeding

to be wasteful of the precious spacecraft weight.

On the other hand, the measurement of the en-

vironment and the miscroscopic examination of

possible life forms may provide needed guide-

lines for sub_quent more specific experiments.

However, that approach may be wasteful of

another precious commodity, time, since such a

conservative program of experimentation may
be considerably slower than the bolder, more

direct approach discussed previously. At the
present time, instruments and methods for all

of the methods suggested are under study or

development. No instruments have yet been

_elected for the first U.S. landing on Mars.

CONCLUSION

The deep space program provides an oppor-

tunity for tremendous scientific achievement.
The traditional drive for scientific first discov-

ery and experimental accuracy and precision is

not incompatible with the present sharp atmos-

phere of international competition and, if the

past can be used as guide, the contesting nations,

groups, and individuals may well be spurred to

exceptional performances.

With respect to the selection of experiments

for deep space probes, it is essential that there

be stimulated keen competition between poten-

tial experiments and experimenters. Compla-

cency in the selection pr_ess based on argu-

ments such as the following must be avoided.

(1) _re know so relatively little about deep

space it does not matter what experi-

ments are performed. We may learn

something from any of them.

('2) Since we want to know everything possi-

ble about deep space it does not matter

which experiments are performed first.

They will all be performed eventually.

(3) It does not nmtter what the experiment
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is, only the reputation of the experi-

menter or of his organization need be
considered.

The pursuit of excellence requires that there

be standards which guide the _lection process.

The significance of the experiment with refer-

ence to the three crucial questions discussed is
one of these standards.
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INTRODUCTION

The physics of interplanetary space sounds

almost, like a contradiction in terms, as it has

only been within the last five years that most of

us have discarded the lifelong habit of preced-

ing the noun "space" with the adjective

"empty." In the new jargon of the space age,

it has become customary to speak of "the inter-

planetary medium" and thus to emphasize its

content rather than its emptiness. The medium

is tenuous, however, the mean distance between
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atoms in it being several million times as great

as in human tissue. The matter in space pro-

duces non-negligible effects, however, because it,

is ordinarily moving at extremely high

velocities.

Interplanetary space physics is not very ac-

curately defined as a scientific discipline. It

attempts to answer questions like : What entities

exist in space? What are their properties and

behavior ._ _Vhat are their origins ? In answer-

ing these questions, we immediately crowd the
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boundaries of other disciplines. Thus, many
of these entities come from the Sun leading us
directly into the large and complex field of solar
physics. Others may come from distant stars
or galaxies, giving us an ill defined interface
with the realm of the astrophysicist. If, then,
we ask the question, "Wlmt effects do these en-

tities produce._", we run smack into the physics
of planetary atmospheres and ionospheres, geo-
magnetism, and meteol'olo_-,'y. In this discus-
sion, we shall avoid these latter problems by
staying far enough away from the planets so
that their presence does not disturb the phe-
nomena of interest. It must be remembered

that one of the most effective ways to study
interplanetary entities has been, and in the space
age still is, through the observation of their ef-
fects upon the Earth. This paper will deal
chiefly with research done with instrumented
spacecraft, as this is the primary concern of
NASA and of the authors.

It should be clearly understood that this

paper does not purport or attempt to present a
comprehensive summary of the field of inter-
p]anetaD- space physics, which is, of course, as
big as all outdoors. There exist summaries of
small sectors of the field, such as galactic cosmic
rays or solar-terrestrial relations, which are five

or ten times the length of this paper. An
incomplete list of such summaries is appended
for the sake of the reader who wishes to pursue
the subject in greater depth. We have frankly
chosen to discuss a few, mostly interrelated
topics in space physics in which the authors

happen to be much interested even if not parti-
cularly expert. In so doing, we hope to convey
some feeling for the kind of problems that

occur, the kind of solutions that are attempted,
and the excitement that we find in being a part
of this great search for knowledge in an untrod-
den field.

To sample the interplanetary medium, it is

necessary to go not only beyond the Earth's

atmosphere, which extends only a few hundred
miles for most practical purposes, but at least

beyond the region where the geomagnetic field

extends. According to the measurements of

Explorers X and XII, this magnetosphere
reaches 35 to 40 thousand miles in the direction

toward the Sun and considerably farther in the

opposite direction. For certain types of meas-
urements, we shall have to go out hundreds of
millions of miles---even out to the remotest

planet or as close as possible to the Sun itself.

INTERPLANETARY FIELDS

Physics is concerned with the study of matter
and energy, and entities belonging to both these
categories are to be found not only in inter-
planetary space but, so far as we know, through-
out all space. Energy may be associated with
matter, or it may exist in the "pure" state which
the physicist calls a "field." We shall have

relatively little to say about fields in this paper,
pleading the flimsy excuse that we are in the

interplanetary spacecraft business at JPL, and
one generally does not require an interplanetary
spacecraft to study the fields which exist in
space. One can easily think of exceptions to
this generalization.

Interplanetary fields are both important and
interesting. The gravitational field guides our
spacecraft where we want them to go--or, more
often up to now, where we do not want them to
go. Spacecraft experiments have been pro-
posed and will someday be carried out which

may considerably increase our understanding of
this most mysterious kind of field.

Electromagnetic fields have, until now, been
almost our sole source of information about the

universe beyond our atmosphere. Now, in the
space age, we can exploit not only conventional
visual astronomy but the equally fascinating
fields of radioastronomy, ultraviolet astronomy,
infrared astronomy, x-ray astronomy, gamma-

ray astronomy--and people are even suggesting
neutrino astronomy now with a straight face.

For the most part, these sciences will be pursued
from the Ea_'th or from relatively near-Earth
satellites, and this fact affords us an excuse to
ignore them.

The magnetic field, however, cannot be
ignored. The reason for this is simple and
fundamental. Almost the entire universe is

composed of and filled with what the physicists
call a "plasma." A plasma is an ionized gas, an
electrically neutral mixture of atomic ions and

electrons, and it appears invariably to be asso-
ciated with magnetic fields. Magnetic fields in
some unknown but probably distant region of

164



INTERPLANETARY SPACE PHYSICS

the galaxy (or perhaps even outside) acceler-

ate plasmas to extremely high energies to

produce the cosmic rays. Other magnetic fields
deflect the particles into curved paths, so that

their lifetime in the galaxy is very long, and

they appear to us to arrive isotropically from
all directions. Other magnetic fields, probably

associated with the Sun, modulate the intensity

of the cosmic rays in ways that have yet to be

explained. Yet, other magnetic fields, on the

surface of the Sun, occasionally accelerate great

showers of deadly charged particles and hurl

them at the Earth, where still another field--

the geomagnetic field--turns away these show-
ers from the Earth or channels them into the

vicinity of the magnetic poles.

The magnetic field of most current interest

to the space physicist is the solar field. That

the Sun is actually magnetic was first conjec-

tured in 1878 at the time of a solar eclipse, when

the resemblance of the coronal streamers to the

lines of force around a bar magnet was first

noticed. The lines can be seen in Figure 16-1,

which was taken in 1918 near the maximum of

the solar activity cycle, but they would be still

more visible and more symmetrical near solar
minimum.

It is possible, by measuring the Zeeman split-

ting of spectral lines, to measure the magnetic
fields at the surface of the Sun (Ref. 1), but

FIGURE 16-1.--Solar corona, photographed at the total

eclipse of June 8, 1918, Green River, Wyoming.

the technique is difficult, and the results apply

only to a single level and to a single component

of the field. The only way to determine the

shape and intensity of the field around the Sun

appears to be to go there and sample it.

Although a variety of very sensitive magne-

tometers have been designed for use on space-

craft, so far only three truly interplanetary field

measurements have been reported. The first

was made by Lunik II in September 1959. The

only thing that has been reported about this

experiment (Ref. 2) is that the magnetic field
close to the surface of the Moon does not exceed

50 to 100 gamma (which is 500 to 1000 micro-

gauss). One can only speculate as to the reason

for the surprisingly poor precision of this re-

sult, since magnetometers with 100 times greater

precision are available.
The second measurement was made by

Pioneer V, which had originally been designed

as Venus fly-by spacecraft. Although it. never

got even close to Venus, it did gather an im-
pressive amount of interplanetary data of sev-

eral kinds, and it set a record for long-distance

data transmission which even yet has not been

surpassed. Pioneer V was launched on March

11, 1960 and last heard from on June 26, and
in the intervening time it made approximately

40,000 measurements of the interplanetary mag-
netic field. Its magnetometer was of the sim-

plest possible ¢ype--merely a wire solenoid

wrapped around a slim cylindrical permalloy
core. The current induced in the coil as the

spacecraft rotated about its axis of symmetry
was a measure of the field component perpen-

dicular to the spin axis.
The orbit of Pioneer V is shown in Figure

16-2. During its active life, it traversed an

arc of 105 deg about the Sun, always maintain-

ing the orientation of its spin axis fixed in space

as indicated by the arrow. The magnetic data

which it yielded were of two kinds. One con-

cerned the temporal fluctuations of the field;

these will be discussed later in the paper when

we are in a position to relate them to other data.
The other concerned the normal undisturbed

interplanetary field. It was observed that, in
between the times when the field was relatively

high and rapidly fluctuating, it frequently re-

turned to a fairly steady value of approximately
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FIov_ 16--2.--Orbit of Pioneer V during lifetime of its

transmitter. (Good mag3mtic data were obtained up

to April 30. Arrows show projection on ecliptic of

spin axis, which had right ascension I hr and decli-

nation 4 deg. Search-coil magnetometer measured

maximum field component perpendicular to axis.)

3 gamma (1 gamma----10 -5 gauss). It was not
possible to obtain any direct i_formation about
the direction of this field, but the fact that its
magnitude did not change appreciably during
the entire fligh?, while the angle between the
spin axis and the sun changed considerably, ap-
peared understandable only on the assumption
that the direction was approximately perpendic-
ular to the ecliptic (Ref. 3). This is, of course,
precisely what would be expected if the solar
field were like that of a dipole aligned with the
Sun's rotational axis. Nevertheless, the result
was at variance with the predictions of several
different theoretical models, and many people
have found it difficult to believe. We shall re-

turn to this point later.
After Pioneer V there was a long dry spell

in interplanetary physics, terminated by the
launching of Mariner 2 this August. Mariner
does not spin, but maintains a fixed orientation

in space. It carries a tri-axial flux-gate mag-
netometer, a considerably more sophisticated in-
strument than its predecessors, which measures
all three components of the magnetic field every

37 seconds. As of the day before yesterday
(when the scientific instruments were turned off
temporarily), the number of such measurements
that we have received from it is more than

140,000. The results appear generally to con-
firm the Pioneer V data, as the field component

perpendicular to the spacecraft-Sun line is
typically about 5 gamma at quiet times, and is

inclined at an angle near 45 deg to the ecliptic
plane. Unfortunately, Mariner 2 will not be
able to give us the really definitive measurement
of the interplanetary field for which we have
waited so long. This fact results from our
inability to separate the radial solar field from
the component of the spacecraft magnetic field
in the same direction. Only the sum of the

two fields is measured, and its value also is
typically about 5 gamma. We cannot rule out
the possibility that the solar field c_)mponent is
actually several times this value but is cancelled
out by an almost equal spacecraft component in
the opposite direction. In the case of the other
two components, it was possible to determine
the spacecraft contribution to the field by

taking data during the first few days of the
flight, when Mariner was rolling slowly about
an axis pointing toward the Sun.

We have considered the interplanetary mag-
netic field as an independent entity. This is an
unwarranted simplification. Actually, the in-

teresting and important physics of interplane-
tary fields deals with their interactions with

matter. We will investigate these interactions
in some detail after we have surveyed some of
the kinds of matter that exist in space.

INTERPLANETARY MATTER

The Cosmological Problems To Be Solved

An understanding of the nature, origin, and
dynamics of the small pieces of matter in inter-
planetary space is essential to the understand-

ing of the origin and evolution of the solar
system. There are at. least three possible
sources for these particles :

1. The disintegration of comets
2. The collisional fragmentation of larger

solid bodies, such as the Moon, the

asteroids, or other planetoids

3. Intemtellar particles which move through

the solar system

We may eventually be able to distingnish be-
tween cometary and planetary debris by study-

ing the composition, density, and orbital char-
acteristics of these particles. The measurement
of the orbital elements alone should enable us
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to distinguish whether a given particle is a

member of the solar system or a brief visitor

from interstellar space.

We will probably be able to determine the

orbital properties of the very small particles

(meteor size and smaller) before we have

learned to make good measurements of density

or composition. However, because of the great

effect of the interplanetary environment on the

motion of very small particles, a knowledge of

the present trajectory of a dust particle in

space does not necessarily allow us to know
where it has been or what its future motion will

be. The trajectory of a small particle is

affected by solar electromagnetic radiation

through the Poynting-Robertson drag force and

by collisions with the particles in the solar

wind. Furthermore, if the dust particle is

electrically charged, there will be additional
forces (Ref. 4) due to the relative velocity of

the particle and the'interplanetary magnetic

field, which is probably being rapidly carried

away from the Sun by the solar wind. The

interpretation of a particle's history from a

measurement of its present trajectory is further

complicated because we do not yet have good

estimates of whether or not a particle will be

destroyed by sputtering by solar-wind particles

before the orbit-changing forces just discussed
have time to be effective (Ref. 5). Since the

orbit-changing forces are relatively more im-

portant for small particles than for large ones,
the measurement of the particle diameter and

mass is also important,.

Dust

Earth-based research in this area of cos-

mology has necessarily been concentrated on the

study of meteorites, meteors, and comets.

Rockets, satellites, and space probes now allow

us to begin to study directly the still smaller

members of the solar system.

Abundance and Mass Distribution. Prior to

the availability of space probes, studies of dust

particles entering the atmosphere had been car-

ried out by means of visual and radar observa-

tions of meteor trails. From these data, an

approximate curve showing the influx rate as a

function of mass could be plotted, and the first
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FIGURE 16--3.--Integral flux of meteoritic particles as a

function of mass. (Compiled from Refs. 6, T, 8, 9,

and 10.)

dust experiments in space were aimed at extend-

ing the range of this function. Figure 16-3

(compiled from Refs. 6 through 10) summarizes
some of the results of these studies. Several

comments about this Figure are in order.

1. The extrapolations of most of the meteor

and meteorite curves to particles of smaller mass

give lower impact rates than those observed
with rocket and satellite experiments; i.e., there

is an excess of very small particles near the
Earth.

2. The curves derived from zodiacal light

data require assumptions about the physical
nature and the distribution of the orbits of the

particles which scatter sunlight to give the zo-

diacal light. Note that these curves fall con-

siderably below the direct-measurement curves.
3. Most of the direct measurements have been

made by accoustical methods in which the out-

put of a crystal microphone is nearly directly

proportional to the momentum of the impacting

particle (perhaps with deviations from propor-

tionality at the high velocities at which crater
formation becomes important). To determine

the impact rate vs mass function from data on

impact rate vs momentum, one must assume a
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velocity distribution for the particles. In draw-
ing their curve, McCracken et al. (Ref. 6) as-
sumed an average velocity which depends on the
satellite orbit. If lower average vel_ities were
chosen, the curve would be shifted to the right.
If average velocity were a function of mass, the
slope or shape of the curve would also change.

Thus, measurements of velocity as well as mo-
mentum are being planned for future satellites
and space probes. Since the McCracken et al.
curve was derived from the data of many sep-
arate experiments, variations of impact rate

with time and altitude might also tend to dis-
tort. the curve; most of Cohen's Explorer VI
data were obtained at a higher altitude than
the data in the McCracken curve. Such varia-
tions will be discussed in more detail in a
moment.

4. The radiation pressure limits refer to the
smallest mass particle for which the gravita-
tional attraction of the Sun is greater than the
outward force due to radiation pressure. All
lighter particles should be swept right out of
the solar system; however_ very small particles
which scatter sunlight as Raleigh scatterers may
remain. Since the radiation pressure limit is a
function of the density of the particle, if we
knew at what mass the impact rate vs mass curve

became horizontal, we might have some idea of
the density of these particles.
Spatlal Distribution. The discrepancy between
direct measurements of dust particles and that
predicted from zodiacal light observations to-
gether with the slowly accumulating evidence
that the directly measured impact rate depended
on altitude have led to theoretical studies of

why a concentration of dust might be expected
near the Earth:

1. The gravitational potential well of the
Earth-Moon system may act as a particle
trap when the dynamics of the three-or
four-body problem are considered. Some

increase in impact rate as measured with a

microphone is expected even without cap-

ture, because particles on hyperbolic orbits

with respect to the Earth would be moving
faster when near the Earth than when far

from it, and smaller mass particles could
there/ore be detected.

2. Zodiacal particles may break into many

smaller particles when near the Earth be-

cause of accumulation of a large negative
charge when they are in the Van Allen
Belts. If their structure were fairly frag-
ile, they could be broken up by electrostatic

pressure.
3. Particles may be captured into temporary

orbits as a result of electrostatic or atmos-

pheric drag.
4. When a meteoroid hits the Moon, many

secondary particles may be able to escape
because of the lack of a lunar atmosphere. :

Figure 164 gives a summary of the data and
theories (compiled from Refs. 11 through 14)
on the variation of impact rate with distance
from the Earth. Again, time variations and the
possible variation of instrument mass threshold
due to velocity dependence on altitude may

cause the measured curve to give a misleading
picture of the true altitude variation. Thus

it is easily seen that a lot of both theoretical
work and better, more thorough direct measure-
ments are still needed before the true disturb-

ance of the interplanetary dust distribution
near the Earth is known and understood.

Measurements are also desperately needed in
deep space, away from the influence of the
Earth; the first such results, from Mariner 2,

may be published shortly.

Instrumentation. Most of the direct measure-

ments of dust particles discussed so far were
made with microphones. Other types of in-
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strumentation are slowly coming into use or are

at least being experimented with to obtain a

wider variety of information about the dust

particles :
1. Detectors which measure the light flash

generated when a particle impacts a solid
surface have already been successfully

flown on rockets and Earth satellites (Ref.

6). These instruments are capable of de-

tecting much smaller particles than can be

detected by acoustical methods.

9. Instrumentation has also been developed,

but not yet flown, which generates an elec-

tronic pulse 'by collecting the ions pro-

duced when a dust particle penetrates a

thin metal foil or impacts on a solid sur-

face. The size of this pulse is a measure of

the dust particle's mass and velocity if

the particle is stopped.

3. The need for velocity measurements has

already been stressed. Velocity can be

found by measuring the time of flight over
a known distance. The detection of the

ion clouds just mentioned is one way of

telling when the dust particle passed

through a certain region of space.

4. The electric charge on a dust particle is

important in determining the details of its

trajectoD-, not only near the Earth but in

the presence of the interplanetary mag-

netic field and streaming plasma. Several

laboratories are developing instruments

for measuring this charge by electrostatic

induction; however, no charge measure-

ments have been made in space yet.

5. Penetration and cratering studies have

been made both on the ground and from

satellites and rockets. The applicability of
such measurements to the manned space-

flight program is obvious. The instru-

ments flown to date, however, have in gen-
eral been too insensitive to allow the ac-

cumulation of statistically significant re-
sults.

6. The recent Venus Fly Trap experiment

captured some dust particles so they could

be examined in the laboratory. Other,

similar experiments will surely follow.

7. Another area for future measurements is

in the determination of the composition of

these very small particles. Composition is

an important key to particle origin--com-

etary, asteroidal, or lunar. At least one

group is working on the development of
instrumentation for in-flight spectroscopy.

There is a lot of opportunity for new experi-
ments which will determine the composition,

density, or structure of dust particles.

Meteors and Meteorites

We have considered the dust particles in some

detail because they are the subject of more ac-

tive research and space measurements than the

larger chunks of matter at present. The im-

pact rate of particles large enough to produce
meteors or meteorites is so exceedingly low that

there is ver:_ little chance of their direct obser-

vation by a space probe for a flight of reason-
able duration. This is a fortunate circum-

stance, for otherwise spaceflight might be im-

possible. The study of particles of this size is

therefore presently limited to Earth-based re-

search, with the possible exception of the study
of crater distributions from a lunar orbiter.

Current ground-based research on meteorites
includes:

1. Age-dating and compositional studies to
determine when and under what circum-

stances they might have been formed and

how long they have been exposed to cosmic
radiation.

2. A search for extraterrestrial life forms.

3. Studies of the erosion rate in space due to

bombardment of the meteorite by dust

particles and the solar plasma.

Comets

One of the most interesting and puzzling

kinds of matter in space is the comets (see

Fig'ure 16-5). Mankind has always considered

them to be mysterious--even sinister---because

their appearance was generally unpredictable
and because of their habit of unfurling their
beautiful and awesome tails. Comets are incom-

parably less numerous than any of the other
objects which we shall discuss, and no cometary

particles are known to have been picked up on

Earth, although the titanic explosion which
devastated an area in Central Siberia in 1908

is believed to have been the impact of a comet.
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The prime candidate for such a mission is

Encke's comet_ which has the shortest period of
any recurrent comet--less than 31_ years.
Carrying a mass spectrometer, a magnetometer,
a plasma probe, a television camera, and perhaps
an optical spectrometer, such a spacecraft could
dispel much of the remaining mystery about
the comets.

FI0VRE 16-5.--Halley's Comet, May 12 and 15, 1910.

(Tails 30 and 40 deg long. Photographed from Hono-

lulu with 10-1n. focal-length Tessar lens.)

The astronomers, whom we space physicists
gladly acknowledge as predecessors and col-

leagnes, have turned their telescopes and spec-

troscopes upon comets and their tails to inquire

into their chemical composition and their mo-

tions. The spectra of the tails show the presence

of carbon, nitrogen, oxygen, and hydrogen in

various chemical combinations, from which it
is concluded that a comet is an accretion of

various condensed and frozen gases, such as

cyanogen, carbon monoxide, and perhaps
water--a kind of cosmic snowball. The tail is

produced by matter evaporated by the heat of

the Sun, ionized by ultraviolet light or some

other agent, and then pushed away principally
by the pressure of sunlight. The impact of

solar proton streams also plays a part in comet-

tail dynamics, as we shall see later.

The inaccessibility of comets to other types

of investigation has led to a serious study of

the possibility of sending a specially instru-

mented spacecraft to fly through the tail, or
even to rendezvous with the comet head itself.

Interplanetary Charged Particles

There is another category of matter in space
which is distinguished from that already dis-
cussed by the fact that electrical forces are pre-
dominant in determining its motions and their
effects. This is the category of charged parti-

cles, including ionized atoms, electrons, and a
sprinkling of less familiar sub-nuclear parti-

cles. They are frequently called "corpuscular
radiation." In considering these, we enter a

field in which the interplanetary space physicist,

the solar physicist, and the astrophysicist are

all deeply involved. The major bulk of these

particles comes from the Sun, and we shall have

to consider the nature of the Sun and its activity

as a part of the problem.

Like the Earth, the Sun is made up of a num-

ber of concentric spherical layers. The one that

we can see under ordinary circumstances is

called the "photosphere" because most of the

Sun's light is radiated from it. When we speak
1

of the "solar radius," it is the photosphere's

radius that is meant, and its value is 432,000

miles---considerably greater than the radius of

the Moon's orbit about the Earth. The photo-

sphere is a hot, very tenuous gas, having a tem-

perature of 6000°C and a density of only 10 TM

atoms/cm _, about 5000 times less than the den-

sity of the air around us.

If we take the radius of the photosphere as

our unit of distance, then the chromosphere has

a radius of 1.02. Having a relatively high cal-
cium content, it can be made visible in the spec-

trohelioscope in calcium light. It is the source
of some of the most remarkable of solar phe-

nomena, to which we shall allude later.

Outside the chromosphere is the corona, nor-

mally invisible but showing up with spectacular

beauty in a total solar eclipse. Its density de-
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creases progessively with distance from the Sun,

and it has no definite outer boundary, although

it has been photographed during an eclipse out
as far as 20 solar radii and other evidence shows

that it extends more than twice that far. At

1.5 radii it contains about 10 _ protons and an

equal number of electrons per cubic centimeter;

a temperature above a million degrees Centi-

grade is indicated by spectroscopic and radio-
astronomical _vidence. Such a temperature is,

of course, too hot for ordinary atoms, and so

the corona is completely ionized; that is, it is a

plasma.
One might think that a plasma a million do-

grees hot surrounded by empty space would

evaporate, and indeed something very similar to

that apparently does happen. Sydney Chap-

man (Ref. 15) suggested in 1957 that the solar
corona may extend out even beyond the orbit of

the Earth at 215 solar radii, and this idea in

several variant forms has become fairly gen-

erally accepted recently.

Chapman's initial attempt at a quantitative

theory of the solar corona assumed it to be in

static equilibrium, somewhat as the Earth's at-

mosphere is. Solving the differential equation
for the flow of heat in a fully ionized gas, he

showed that the temperature would fall off very

slowly with increasing distance--inversely as

the 2/7 power of the radius. Hence, if the inner

corona were at two million degrees Kelvin, the

temperature would still be 400,000 deg at the
distance of the Earth. This result was surpris-

ing but not unbelievable, as the gas would be

too tenuous to have much heating effect upon

ordinary objects immersed in it. It was thought
that its effect on the Earth's ionosphere might be

significant, however.

A young Chicago physicist, Eugene Parker,

was interested in Chapman's result and under-

took to extend the theory. He showed that an

immediate consequence of the slow fall-off in

temperature was an even slower fall-off in pres-

sure, so that even beyond the solar system, the

solar corona would exert a significant pressure.

Since it seemed clear that the intergalactic gas

pressure is not sufficient to counterbalance this,

the idea of an equilibrium corona had to be

abandoned, and Parker (Ref. 16) replaced it

with the idea of a constantly expanding corona.
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_aVRE 16-6.--Parker's spherically symmetric hydro-

dynamic expansion function, giving veloci|y as func-
tion of radial distance from Sun f()r an isothermal

solar corona having specified values of temperature at

unit radius, taken to be 10' km. (From Ref. 16.)

He assumed that some mechanism, which has

not been clearly specified, maintains the tem-

perature of the corona in the millon degree

range out to some moderate (tis{ance like 4 solar

radii, and that beyond that, the gas expands

adiabatically. These assumptions gave a dif-

ferent set. of equations, the quantitative predic-

tions of which depended somewhat upon what

values one chose for certain parameters which

are difficult to evaluate..The general results

are shown in Figure 16-6, where the expansion

velocity of the gas is plotted as a function of
distance from the Sun. The units on the

horizontal axis are approximately 1 solar

radius. It is seen that one can get. ahnost any

velocity by selecting the proper temperature

for the inner corona, as indicated on the various

curves. Parker himself favored a temperature

in the neighborhood of 1.5 million degrees, _v-

ing an expansion velocity at the Earth of
around 500 km/sec. He termed his theory the

"hydrodynamic" theory of the solar corona,
and for the high-velocity gas flow which it pre-

dicted, he coined the picturesque term, "the
solar wind."

Parker's is not the only theory of the corona,

but it has probably stirred up more interest and

discussion in recent years than any of its com-

petitors, and it has recently received a striking
confirmation, as we shall see. A velocity of

500 km/sec was favored for the solar wind be-
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cause this velocity had been postulated by Lud-

wig Biermann on the basis of his study of
comets. IIere is another of the many examples
where the astonomers have gotten a good start
on a I)roblem which must now be followed up
by the space physicist.

All of us learned that the tails of comets

point away from the Sun, impelled by the pres-
sure of the light of the Sun. For some comets,
this may actually be true. But Biermann (Ilef.
17) studied in detail the motion of a certain

class of comet tails (called Type I). By meas-
uring the acceleration of knots of matter in the
tails, he showed that the forces being exerted
on the tails were far greater than could be ex-
plained by light pressure. The measurements
could not. be made with great accuracy, but
Biermann suggested that the accelerations could
be explaine d by the interaction of the atoms of
the tail with a stream of plasma having a den-
sity of about 100 protons/em _ and a velocity of
about 500 kin/see. Since comet tails are always
observed to be accelerated away from the Sun,
the Sun must be sending out streams of plasma
in all directions all the time.

Other indications pointed to the possible
existence of a steady solar wind, although they
did not yield much idea of its magnitude. In
an annular zone around the two magnetic poles,
aurorae are seen every night,, and as the ac-
cepted explanation of aurorae is that they are
produced by the impact of charged particles

from the Sun, the particles must be produced
continually. The existence of continual fluc-
tuations in the geomagnetic field near the poles
also indicates that solar plasma may be bom-
barding the top of the magnetosphere at all
times.

The idea that interplanetary space is not
empty but is, in a sense, full of solar plasma has
grown gradually over several decades. We
shall trace this growth briefly later. But first,
let us point out how completely different is the
physics of space when based upon these two
pictures. If space is empty, then the magnetic
field of the Earth can be represented as a dipole
field, as shown in Figure 16-7. Its intensity

falls off gradually with distance until it reaches
a magnitude of a few microgauss and merges

smoothly and imperceptibly with the field of
the Sun's dipole. The effect of localized mag-
netic disturbances on the surface of the Sun does

not extend far from the Sun, so that space near
the Earth is magnetically quiet. The Sun's di-
pole field merges calmly with the even weaker
galactic field at some large but unknown dis-
tance. The paths of charged particles in space,
whatever the particle energies might be, can
be calculated on the basis of the theory of
St6rmer (Ref. 18) which was published in 1907.
All that we need to know for most purposes are
the magnetic dipole moments of the Earth and
the Sun. If charged panicles are ejected by
the Sun, they will reach the Earth along fairly

FIGUI_E 16-7.--Representation of field lines of geomagnetic dipole, assuming empty space surrounding the Earth.
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simple and direct paths, with their time of ar-
rival at the Earth depending only upon their
velocity (or more accurately, on their mag-
netic rigidity). In short, the physics of space
is electrodynamics, the theory of which is about

a century old.
If space is full of plasma, then its physics is

magnetohydrodynamics, the theory of which
dates essentially from 1950. The physics of

plasmas (Ref. 19) is most strikingly character-
ized by one an-encompassing effect--the inti-
mate coupling of particle motion and magnetic
fields. When the electricM conductivity of the
plasma is high (as it is in space), the magnetic
field is able to diffuse through the plasma so
slowly that it is customary to say that the mag-
netic field lines are "frozen into the plasma"

(Ref. 20). A consequence of this coupling is a
simple and convenient general rule which is
helpful in predicting the gross features of the
motion of a plasma. The rule is this : The na-
ture of the plasma motion depends upon

whether the particles or the fields are in com-
mand. A plasma contains three kinds of en-
ergy : (1) magnetic energy, which depends upon
the mag'netic flux density B; (9) the energy
of the random motion of the particles,
which is thermal energy and proportional to the
temperature T; and (3) the energy of bulk

motion of the plasma, the kinetic energy, which
depends upon the velocity V. We wish to com-
pare the energy densities or the pressures of
these three kinds, so we include the particle den-
sity n in the formulas.

Ema_ =4 B _ (B in ,/)
E_h,_m=138 nT (T in 106 deg K)

E,,_. =0.0084 nV-" (V in km/sec)

(n in particles/cm s)
(_,= 10-5 gauss)

Now, if the magnetic energy is dominant,

the particles are confined to move with the field

lines; this is tim case very close to the Earth,
where plasmas are trapped in the Van Allen

Belts. If the thermal energy is dominant, the
field lines are constrained to move with the

particles; this is the usual case in the Sun. If

the kinetic energy is dominant, a cloud of plas-

ma can move along almost as though it were

solid, carrying its magnetic field lines _rapped

within it.; this, as it turns out, is apparently the
case in the outer corona, where the Earth is.

With all this magnetohydrodynamics under
our belts, let. us go back and look at. interplan-
etary space. It now looks quite different. With

a plasma present, the geomagnetic field cannot
look like the simple dipole that we saw in Fig.
16-7. At large distances, its energy density
becomes too low, and the geomagnetic field is re-
placed by the fidd of the interplantetary plas-

ma, as shown in Figure 16-8. (This particular
picture happens not to depict the Earth; it.
shows Venus, with Mariner passing by.) The
transition might be expected to be rather

sharply defined, and it has come to be known
as the "ma_etopause." Outside it is the inter-
planetary plasma ; inside it. is a kind of bubble
where the plasma cannot penetrate. Whether
this bubble _tually exists and what its shape
may be are among the most exciting problems
of current interplanetary space physics.

Outside the magnetopause, we will now see
not the main dipole field of the Sun but the

trapped field of the plasma--unless, of course,
the plasma is very weak. If the solar wind
exists, it will carry part of the solar field with
it and stretch out the lines so that they will be
radial near the Earth, or nearly so. The more
accurate picture, as shown in Figure 16-9, is
an Archimedean spiral, which results from the
fact that the field lines are carried around by

the rotation of the Sun. This is precisely anal-
ogous to a rotating lawn sprinkler, which squirts
water out radially but makes a spiral pattern
in the air at any instant of time. We call this
the "garden hose effect,." It may also be that
the solar wind is not smooth and regular but
turbulent, in which case the magnetic field lines
trapped within it will get all knotted up. Par-
ker's theory predicts that this must occur at some
large distance from the Sun, probably well be-

yond the Earth's orbit.

Before we turn to experimental physics, one

final reference to plasma theory. We all know

that objects traveling in the atmosphere faster

than sound push a shock wave ahead of them.
Some of us have had our windows broken by

these supersonic booms. In a plasma, there can
exist a bizarre kind of wave that is named for

its disco_erer. In the units we are using, this
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FIGURE 16-8.--Representation of possible shape of field lines of geomagnetic dipole as distorted by solar wind.
(Shape of magnetosphere is highly conjectural, particularly in antisolar direction, and actual situation is

considerably more complex than indicated.)

FI(}UaE 16-9.--Hypothetical shape of solar equatorial

magnetic field resulting from radial solar wind, show-
ing "garden-hose effect" and onset of turbulence at

large radii.

Alfv_n wave velocity is W = _2B/_/n km/sec.
If an object is moving faster than the Alfv4n-
wave velocity, the situation is analogous to that
of supersonic flow. So, if it should turn out

that the solar wind is supersonic---or more ac-
curately, super-Alfv4nic--then the Earth should
have a shock wave. The picture in Figure 16-
10 has just been published by W. I. Axford
(Ref. "21) in a theoretical discussion of this

point. The Earth is the tiny circle in the cen-
ter_ and the b.lob shaped like an airfoil is the
magnetosphere. The top diagram depicts a
section through the magnetic poles, and the bot-
tom one is an equatorial section. In either pic-
ture, we see the solar wind coming in super-

sonic, being slowed to subsonic speed on passing
through the detached shock front, and then tra-
versing a sonic surface, where it is accelerated
to supersonic again and proceeds on its way.
Note that none of it penetrates the magneto-
pause. The actual observation of this shock
wave will be an exciting confirmation of the
theory.

When the availability of space probes be-

came imminent, several groups of physicists be-
gan making plans to study the solar wind di-
rectly. A Russian group, headed by K. I.
Gringauz, designed what they call "trielectrode
traps" (Ref. "22), which they flew on the first,
second, and third "Cosmic Rockets" and on the

ill-fated 1961 Venus probe. A diagram of the

instrument is shown in Figure 16-11. Four

174



INTERPLANETARY SPACE PHYSICS

WIND

(a)

WAVE

SONIC SURFACE

SURFACE

/ CONTAINER

II

SURFACE _-- HEMISPHERICAL

f P _ SCREEN
\

\

PLANE SCREEN

'_[_- CO LLECTOR

PLATE

|1

FIGURE 16-11.--Schematic diagram of Russian trielec-

trode ion trap as flown on Luniks. (From Ref. 22.)
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FIGURE 16-10.--Magnetosphere in a "supersonic" solar

wind. (Diagrammatic sections (a) in plane of geo-

magnetic axis and solar-wind direction, and (b) in
geomagnetic equatorial plane looking from above

North pole. Geomagnetic tail is indicated by shading

and sen_ of rotation of magnet_)sphere by short ar-

rows. Lines outside magnetosphere represent

streamlines of solar wind, and bow shock wave is

shown on upstream side of magnetosphere. Flow

behind shock wave becomes super_nic as it pasts

through sonic surface, roughly in position indicated

by lightly dotted lines. From Ref. 21.)

of these were distributed symmetrically over

the approximately spherical surface of the
Lunik instrument containers. The outer

screens of the four were held at four different

very low voltages, so as to give some informa-

tion about the identity and energy of collected

particles. The inner screens were at 200 volts

negative potential to suppress photoelectrons.

The collector plates were held at 60 to 90 volts,

and positive or negative currents collected on
them were measured. Currents could be

measured only in a ver T restricted range above

10 "1° amp.

A disappointingly small amount of useful

scientific information has come from these ex-

periments. So little has been published about
them that it is hard to ascertain whether this is

attributable more to bad luck or to bad judg-

ment. Their range of current measurement--a

factor of 50--compares very poorly with the

millionfold range of comparable American in-

struments. Their energy resolution was ex-

tremely poor at low energy and nonexistent at

high energy. Finally (I quote from Gringauz'

original publication in English translation),

"while traveling along the trajectory, the con-

tainer with the scientific apparatus made in-

tricate, rapid rotational movements. Due to

this fact, the orientation of each trap relative to

the velocity vector and the Sun direction con-

tinuously changed which caused corresponding

fluctuations in the collector currents" (Ref. 23).

The result is that the data are extremely hard

to interpret unequivocally.

Gringuaz summarizes the findings as follows

(Ref. 23) :

1. Lunik II, in September 1959, detected a

stream of positive ions between 40 Earth

radii and the Moon having energies

exceeding 15 electron volts; the flux was

approximately 2 x 10 _ per square centi-

meter per second.

2. These results were confirmed by Lunik III

the following month.

3. During 20 minutes of radio contact with

the Venus probe in February 1961_ at

1,890,000 km from the Earth, a flux of
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positive particles equal to about 109 per
square centimeter per second was observed.

E. R. Mustel of the Astronomical Council of the

Soviet Union was quoted in the press (Ref. 24)

as indicating that the Venus probe showed "that

the outflow of gas from the Sun is largely spo-

radic during solar storms, and if there is a

steady solar wind it is extremely slight."

The next group which got a chance to try

to observe the interplanetary plasma was the

MIT group headed by Bruno Rossi. One month

after the Russian Venus probe, they launched

a plasma detector on Explorer X. Shown in

Figure 16-1'2, the instrument was a multi-grid

Faraday cup, considerably more sophisticated

than its Russian counterpart (Ref. 25). A

square-wave modulating voltage was impressed

on Grid No. 3, which served to eliminate the ef-

fect of photoelectrons and to give a rough
energy measurement of the positive ions. The

modulating voltage was changed periodically to

measure ions of different energy, and a com-

plete five-point spectrum was obtained every

20 minutes. Three magnetometers built by J.

P. Heppner (Ref. 26) of the Goddard Space

Flight Center were also aboard, and the space

probe transmitted data for 58 hours, out to
about 4'2 Earth radii.

The data received from this spacecraft were

of excellent quality and interesting, but rather

puzzling. The plasma probe suddenly began
detecting plasma at a distance of 2'2 Earth radii,

and thereafter, at intervals of a few minutes or

a few hours, the plasma disappeared and re-

appeared, lVhen it was present, the magnetic

field was weak and fluctuating; when the

plasma was absent the field was strong and

steady. The data were consistent with the di-

rection of motion of the plasma being radial

away from the Sun but the field of view of the

plasma probe was very large so that this di-

rection could not be determined with precision.

The probable explanation of these data is

shown in Figure 16-13 (Ref. 27). The trajec-

tory of Explorer X was generally in the di-

rection of the Earth's shadow and apparently

lay, quite by accident, right along the boundary

of the magnetosphere. The position of this

boundary changed occasionally, in response to

changes in the solar wind, and swept back and

forth across the probe, sometimes shutting out

the plasma and sometimes allowing it to reach
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FIGURE 16-13.--Explorer X trajectory and intersection of magnetopause with plane of trajectory, assuming
solar wind moving radially from Sun. (From Ref. 27.)

the detector. The energy of the plasma was

principally between 950 and 800 electron volts,

with very little above or below this range. The

plasma density was indicated to be about 10

protons/cm% and the velocity about 300 km/sec.

This result is of great interest, and seems to con-

firm the solar-wind idea. However, it means

that Explorer X was not really an interplane-

tary probe, since the plasma adjacent to the

boundary would have its density, velocity, and

direction of motion distorted by its encounter

with the magnetosphere. For a detailed study

of the undisturbed solar wind (if any), we had

to try again.

Five months later, in August 1961, Explorer

XII was launched into an elongated elliptical

orbit extending toward the Sun. It carried a

plasma probe, built by Michel Bader of NASA's

Ames Research Center, which included an elec-

trostatic particle-energy analyzer, so that it
could make much more detailed measurements

of the plasma energy and velocity than either

the Gringauz or the Rossi probes had been able

to do. Unfortunately, this instrument did not

detect any plasma, for reasons which are not
clear, and it has not yet been flown successfully.

The magnetometer, supplied by Laurence Cahill

of the University of New Hampshire, produced

data for 16 weeks, and it clearly delineates the

position and breadth of the magnetopause on
numerous traverses through it (Ref. 28). The

position is at 10 or 11 Earth radii on the sun-
ward side of the Earth during magnetically

quiet times and somewhat closer at disturbed

times, apparently because the solar wind is

stronger then. The breadth of the magneto-

pause is variable, between 100 and 1000 km.

Inside it, the Earth's magnetic field is about

twice as strong as it would be in the absence
of the solar wind, being compressed by the

momentum of the incident plasma.

The apogee of Explorer XII was at 13 Earth

radii. At this distance, the magnetometer de-

tected a field of 30 or 40 gammas, which is al-
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Fz_u_ 16-14.--Mariner 2 plasma probe.

most certainly too high to be the true interplane-

tary field. Apparently the presence of tile

magnetosphere is controlling the situation at all

points on the trajectory. Thus, although Ex-

plorer XII contributed very important clues to

the nature of the interplanetary plasmas, it still

did not sample them directly.

Our first three attempts to do a genuine inter-

planetary plasma experiment were thwarted by

malfunctions in the booster rockets, but finally

came Mariner 2. Up to now, it has given us 63

days of almost continuous data. Its plasma

probe was built under the direction of Marcia

Neugebauer and Conway Snyder of JPL. The

magnetometer experimenters are Paul Coleman
and Charles Sonett of NASA, Leverett Davis

of Caltech, and Edward Smith of JPL.

The solar-wind detector, shown in Figure 16-

14, is an electrostatic analyzer, identical in

principle but very different in detail from the

one on Explorer XII. Charged particles which

get through the aperture find themselves in a

cylindrical electric field between the two de-

flection plates. The field sorts out the particles

and allows those with the proper energy and the

proper direction of motion to reach the collec-

tor. The current carried by these particles is

measured by a sensitive electrometer circuit, and

the resulting data are sent to the spacecraft

telemetry system. The electric field is progres-

sively changed through ten different values, so

that each 222 seconds a complete ten-polnt

energy spectrum of positively charged particles

is obtained. In the same length of time, the

fluxgate magnetometer, having a sensitivity of

less than 1.0 gamma, measures the three corn-
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ponents of the magnetic field six successive

times. This time, there was no question that we

would be doing a truly interplanetary experi-
ment, as the instruments were not even turned

on until the spacecraft was 450,000 miles from

the Earth on its way to Venus.

Because of the very stringent weight limita-

tions on our first-generation interplanetary

spacecraft, the capabilities of the plasma detec-

tor had to be rather arbitrarily restricted, so

that to fly it was something of a gamble. We
assumed that the solar wind would most likely

be moving radially outward from the Sun, and

pointed our detector directly toward the Sun,

taking the risk that we might detect little or

nothing at all if the actual direction were as

little as 10 deg from radial. We guessed that

the solar-wind velocity would be high, on the

basis of Parker's theoretical predictions and the

results of Explorer X, and we set our lowest

level of detection at 230 electron volts, corre-

sponding to proton velocities of 210 km/sec. If

the solar wind velocity were above about 200

km/sec, and below about 1250 km/sec, and if it

were blowing radially outward from the Sun,

then we hopefully expected to see it.
This time our luck was better. We have as of

today measured the energy spectrum of the

solar wind 23,500 times, and the velocity ap-

pears always to be between 380 and 690 km/sec,

with no very marked preference for any par-

ticuqar value in that range. Clearly, the solar

wind is blowing continually and radially, for

it has been detectable in every single sweep of

the spectrum which we have yet examined;

there was only one period of a few minutes
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when its intensity was so low as to be barely

above the minimum current sensitivity of the

instrument. We are only beginning to under-

stand what this mass of data has to tell us, and

much hard work of analysis lies ahead.

Future spacecraft, carrying multiple plasma

detectors with greater sensitivity, greater en-

ergy resolution, and with the capability of meas-

uring the direction of motion of the solar wind

will greatly extend our understanding of it. In

particular, the question as to how far out from

the Sun this extension of its atmosphere ex-

tends is of great interest and may take several

years to determine.

Two very significant qualitative conclusions

about the nature of tile interplanetary medium
can be drawn from the combined data of Pio-

neer V, Explorer X, and Mariner 2. Assuming
re_onable values for the pertinent quantities,

we may take

B = 10 gamma
n = 10 ions/cm 3

V= 400 km/sec

Then, using our formulas, we have

EKm__0.008nV _=13,090__30
EMAa 4B _ 400

which tells us that the particle energy domin-

ates the field energy, so that the magnetic lines

of force are carried along in the plasma cloud.

Also,

V V4-_ 400 .

which tells us that the solar wind is effectively

"supersonic," so that shock-wave effects are to

be expected.

SOLAR DISTURBANCES AND THEIR EFFECTS

Up to this point, we have been discussing the

Sun and its surrounding space as though noth-

ing ever happens in it. Such is by no means

the case. We have all heard of sunspots, and

some of us have even seen them. They have

been known and studied for a very long time,

as Figure 16-15 attests. In it, we see a record

of the well-known eleven-year sunspot cycle

(Ref. 29). The last few years have been par-

ticularly interesting in this regard, because we
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(Note fairly steady increase in intensity (luring pres-
ent century. Front Ref. 29.)

have much better instruments and techniques

for studying the Sun than ever before and be-

cause the Sun appears to have been especially

active. In fact, the sunspot number reached

an all-time high of 355 in December 1957. We

shall not linger on the subject of sunspots except

to point out that there are a number of occur-

rences on Earth which appear to correlate well

with the number of Sunspots, and that one of

the most striking of these is magnetic disturb-

ances. This correlation is shown in Figure 16-

16 (Ref. 30).

Sunspots are only one manifestation of dis-

turbances on the Sun, which occur not only in

the 1)hotosphere where we see the spots, but in

the chromosphere, in the corona, and certainly

in parts of the invisible interior as well. Other

types of solar disturbances include plages,
which are large bright areas that always sur-

round sunspots or sunspot groups, prominences

(see Figure 16-17), which appear to be pro-

jections of the chromosphere into the corona,

sometimes as high as 100,000 miles, and c]_romo-

spheric flares (see Figure 16-18). All these

PEAKS OF SUNSPOT CYCLE

1883 1893 t906 1917 19_8 1939 1947
30 I I I I I I I 30

20 _ 20
I0 I0

0 0
1880 1890 1900 1910 1920 1930 1940 1950

NUMBER OF MAGNETIC STORMS IN EACH YEAR

FinuaE 16-16.--Number of geomagnetic storms ob-

served in each year. (Note correspondence between

peaks and times of peak sunspot number, shown at

top. Adapted from Ref. 30.)
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FI(_URE 16-17.-:-Solar prominenceu. Photospectrohelio-

graph of the whole edge of the Sun, taken with the

calcium K line, December 9, 1929.

phenomena appear to be related in some way,

all involve rather intense local magnetic fields,

and their elucidation is one of the outstanding

current problems of solar physics. To the in-

terplanetary space physicist, the flares are of

the greatest interest.

A solar flare is a catastrophic disturbance,

probably basically magnetic in character, which

appears suddenly, decays gradually, and usual-

ly is gone within an hour. A few flares are

visible in white light, but ordinarily it requires

a spectrohelioscope using the red line of the

hydrogen spectrum to make them visible.

When observed through this instrument_ they

are spectacular phenomena indeed, as an area

perhaps one thousandth the size of the solar

disk may suddenly increase in brightness by a

factor of tell. A large flare may involve as

much energy in its lO00-sec lifetime as the en-

tire Sun radiates in a second, and the emission

of light is not the only phenomenon it mani-

fests, as we shall see.

Direct photograph of

o group of sunspots on

August 8,1937, at 5h44mps.T.

The some region photographed

in the red light of hydrogen

at 5h55 m P,S.T.

The same region showing a

flare at maximum intensity

at 6h0,6 m P.S.T.

FmvRz 16-18.--Sunspot group and associated flare.
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Turning now from the Sun to the Earth, we

note that the geomagnetic field is not constant

and quiet but is subject to both regular varia-

tions and irregular disturbances. When these

disturbances are large, they are called geo-

magnetic storms, and they may be of interest to

people who are not geophysicists because of
their disruption of radio communications and

their production of intense aurorae at high
latitudes. We have already noted that the

frequency of these storms is strikingly corre-

lated with the sunspot number. All explana-

tion of this effect was proposed by K. Birkeland

(Ref. 31) in 1896. tie suggested that the Sun

occasionally emits a stream of electrons, which

distorts the geomagnetic field upon entering it.

In 1911, Schuster criticized this theory on the

grounds that a beam of electrons could not hold

together against the mutual electrostatic re-

pulsion of the particles, but Lindemann. in

1919, disposed of this objection by suggesting
that the streams might be ionized but electri-

cally neutral--in other words, that they are
streams of what we now call plasma (Ref. 32).

In the 1930's, Chapman and Ferraro, in a

series of classic papers (Ref. 94), worked out

the details of the theory of the interaction of

such a plasma stream with the geomagnetic

field, and established the idea on a firm foun-

dation. This theory, as well as that of Alfv6n

(Ref. 19), and others, assumed the emptiness

of interplanetary space. With the emergence

of the notion that space is permeated with

plasma, it became clear that some changes

were required in the theory. Clearly, a sud-

den disturbance in the geomagnetic field can

SPACE PHYSICS

be caused only by some sudden change in the

solar wind, if the solar wind exists.

Pioneer V did not carry a plasma detector,

and thus it gave a rather incomplete picture of

what the interplanetary medium was doing; but

it did clearly establish the fact that the inter-

planetary magnetic field is frequently dis-

turbed, and that these disturbances correlate
with both solar and terrestrial events. A 50-

day section of the Pioneer V magnetic record is

shown in Figure 16-19 (Ref. 3). Fluctuations

in the field are clearly the rule rather than the

exception. Correlations between the inter-

planetary field and geomagnetic conditions as

summarized by the planetary magnetic index

ap are shown in Figure 16-20 (Ref. 33). A

comparison between the amount of flare activity
on the Sun and the Pioneer V data is presented

in Figure 16-91. Because of the time required

for the disturbances to propagate from the Sun

out to the orbit of the spacecraft, the correla-

tion is improved by introducing a two-day shift

in the time scales of the figure. Several of the

larger magnetic fluctuations showed striking

and significant correlations with the readings

of the particle counters on the spacecraft; these
will be discussed later.

Similar phenomena are observed on Mariner

2, but now the presence of the plasma detector

makes it possible to observe in some detail

what the solar wind is doing when the magnetic
field fluctuations occur. The number and

variety of these fluctuations is so great that we

are barely beginning to understand them. One

particularly interesting example will be dis-
cussed.
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On October 7, a typical geomagnetic storm

commenced suddenly at 20 hours 25 minutes.
On Mariner 9, which was 8,600,000 km nearer
to the Sun than the Earth was, everything was
quiet between 1'2 and 15 hours, and the energy
spectrum was as shown in the upper part of

Figure 16-22. Note that the bulk of the plasma
was in the 750-volt level, corresponding to a
velocity of 380 km/sec, and that appreciable
currents were present also in one lower level and
two higher levels. At 15 hours 47 minutes, the

nature of the solar-wind spectrum changed
abruptly to that shown in the lower part of the
Figure. What appears to have happended was
that the quiet, slow plasma was overtaken and

displaced by a more energetic plasma having a
velocity about '20 to '25 percent greater and a
density about 6 times as great. The suddenness
of the change indicates that the new plasma
cloud had a shock front as its forward bound-

ary, as would be expected. In Figure 16-'23,

we show a time history of the event in greater
detail. Note that both the plasma and the mag-

netic field were very quiet prior to the passage
of the shock and very disturbed thereafter.
This also is characteristic of a shock. Our

measurement of the velocity of this shock is

obviously very rough, but if we assume that it
is 465 km/sec, corresponding to the level where
we saw the most current, then it should have
reached the Earth after a delay of 308 minutes.
The actual time was '278 minutes, so that the
entire picture seems reasonably consistent. If

we are lucky enough to see half a dozen such
events during the lifetime of Mariner 2, more
definite and more detailed conclusions may be
forthcoming.

A large number of investigations in recent
decades have attempted to find correlations with

geomagnetic events and visible occurrences on
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the Sun. Two interesting generalizations have

emerged from these studies. First, magnetic

disturbances of moderate intensity tend to be-

gin gradually and to recur at intervals of ap-

proximately 27 days. Second, the more intense

disturbances tend to begin suddenly, and hence

are called sudden-com_encement 8tor_s,. they

do not recur periodically but are very highly
correlated with the occurrence of solar chromo-

spheric flares.

The statistical distribution of magnetically
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disturbed and magnetically quiet days is shown

in Figure 16-94 (from the work of Chree and

Stagg in 19'28, Ref. 34) ; The significance of the

27-day period which stands out so clearly in

these data is that it is the synodic period of
rotation of the Sun _t intermediate latitudes. It

would appear that certain restricted regions of

the Sun continue emitting streams of plasma
for considerable periods of time. These regions

were named M-regions by J. Barrels (Ref. 35),

but they have never been positively identified.
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Fzeum_ 16-22.--Average solar-wind spectra before and

after suddemcommencement magnetic storm observed

by Mariner 2 at 1547 UT October 7, 1962, showing

sudden increase in density and velocity.

It will be interesting to see whether any such
periodicity can be extracted from the Mariner 2
data on the solar wind.

During the past five years, the number of peo-
ple and the variety of techniques that are
involved in the investigation of solar flares and
their terrestrial effects have grown rapidly, and

a whole new branch of geophysics has emerged.
We can barely skim the surface of this very
complex field. Solar flare events vary widely in
intensity and exhibit both a large number and
a bewildering variety of effects. The time his-
tory of some of these effects for a kind of ideal,
average, large solar flare is shown in Figure
16-25 (Ref. 36).

At the bottom is shown an intensity-time
curve of the visible and ultraviolet light emitted
by the flare. The direct effects of these radia-
tions on the Earth are very slight, because only
a fractional increase in the total solar radiation

of these wavelengths is involved. In the X-ray
region, however, where the steady solar output
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FIGURE 16-23.--Mariner 2 magnetic field and solar-

wind data for portion of October 7, 1962. (Magne-

tometer data are: B=, radial field component meas-

ured from arbitrary zero ; B,, component perpendicu-

lar to radius from Sun; ft, orientation of B,. Solar

plasma data are: collected currents (in amperes) for

energy channels 4(750 ev), 5(1125 ev), and 6(1665

ev). Currents were well above threshold in channel

3 before storm and in channel 7 after storm [see Fig-

ure 16-22], but these are omitted in order to simplify

the Figure.)
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FIGURE 16-24.--Statistical distribution of geomagneti-

cally disturbed and quiet days, showing the marked

tendency of magnetic storms to recur after 27 days.

(From Ref. 34.)

is extremely small, the intensity may increase
by a thousandfold or more (Ref. 37). These
highly ionizing radiations cause large and
abrupt increases in the ionization density in the
ionosphere on the sunlit side of the Earth,
resulting in short-wave radio fadeouts, sudden
increases in the absorption of cosmic radio noise,
and other effects. Almost simultaneous with

184



INTERPLANETARY SPACE PHYSICS

i l l i i i I i i ! I | i ! ! t _ I v ! ! I = I I • _ I , I I I , I I I i | ! w w

EARTH'S _,_ /__

MAGNETIC SUDDEN

FIELD COMMENCEMENT-'

r'_ 5 _ POLAR CAP AURORALGALACTIC

COSMIC RADtO i| _'_SCNA _ 4-RADIO BLACKOUT-_- ABSORBTION .._....___

NOISE SIGNAL I _,

STRENGTH I "_

GALACTIC
COSMIC RAY
INTENSITY

C

SOLAR
PROTON

INTENSITY

tO-50% I

 LOXDyE,POLARC,P, ....

_ TiME

G.C,R FLUX

SOLARRADIOI l/-

EMISSION K

HIGH-FREQ

SOLAR RADIO
EMISSION

FLARE LIGHT,

ULTRA-VIOLET _ ..... i i i , * _ _ L A i i J i J I _ I _ i , , J , , , , , , , , ' ,

AND X-RAYS 2 4 6 8 IO 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40

TIME,hrs

FIGURE 16-25.--Time sequence of most important chromospheric flare effects observable at the Earth.
Ref. 36.)

(From

the optical emission, there may be a solar radio

noise storm, with an enormous enhancement of

the radiation from about 10 to 10,000 mc/sec

(Refs. 38 and 39). The time variation of the

upper frequency end of this radiation more or

less follows that of the visible light, but below

500 mc, the emission builds up more slowly and
continues for a number of hours. Its center of

emission moves steadily higher into the corona.

This radiation is known as Type IV radio radia-

tion, and its presence during a flare is strongly

correlated with the production of high-energy
charged particles in the flare and their sub-

sequent arrival at the Earth (Refs. 40 and 41).
The source of all this radio noise is believed to

by synchrotron radiation from electrons acceler-

,_ted to high energies by the magnetic fields in

the flare and temporarily trapped by the fields
in the corona (Ref. 42).

At the same time that relativistic electrons

are generated at the Sun, protons and heavier

nuclei are also accelerated to energies exceeding

10 Mev per nucleon. This may always happen,

and it is known to happen on some occasions,

because of the following observations: At the

Earth, following a flare with Type IV radio

emission, a rapidly increasing flux of protons is
sometimes observed within a few minutes

(third curve from bottom). The flux of pro-

tons with E > 10 Mev may rise by a factor of

10', or occasionally more, above the normal
cosmic-ray level (the galactic cosmic rays will

be described later) within minutes or a few

hours, and it then dies away to the galactic

cosmic-ray level during a time of many hours or

even days. The solar protons reach the Earth's

upper atmosphere in the polar regions and

ionize it. This increased ionization partially

absorbs radio waves passing through it and

thereby decreases the signal strength of the
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galactic radio noise in the 30 to 100 Me/see

range which reaches the Earth's surface (sec-

ond curve from top).

Finally, '24 to 36 hours after the flare, a burst

of plasma reaches the Earth and produces a

magnetic storm (top curve). This can be ac-

companied by auroral displays, and the solar

protons may reach the Earth at lower htitudes

than was possible earlier before the geo-

magnetic field was altered by the storm. At

approximately the same time, the flux of high-

ener_o_y galactic cosmic rays which reaches the

Earth is reduced, producing what is called a

Forbush decrease (third curve from top).

These late effects also disappear gradually after

many hours or days.
The detailed history of a solar proton event

is different for each event. In a single occur-

rence, the time history of the flux of solar pro-

tons is different for each energy particle.

However, it is possible to place these events in

two categories, one comprising those in which
both direct and indirect fluxes are observed

and the other, those events in which only indi-

rect fluxes reach the Earth.

The direct flux appears to arrive from a small

source, perhaps ±15 deg wide, located near the

Sun but not necessarily coincident with it. The

protons arrive as if they were released from the

Sun within 5 to 10 minutes after the optical

flare and then traveled rectilinearly to the

Earth. The flux rises to its maximum value

in 5 to 20 minutes, the peak in higher-energy

particles occurring earlier. The spread in ar-

rival times of particrles with different energy

depends only upon their velocity ; thus, protons
of 10 to 20 Mev arrive 40 to 60 minutes after

the relatlvistic ones. The relativistic direct

radiation (E>500 Mev) persists for about an

hour, while the flu×es of lower energy last for

several hours. The intensity of the direct flux

can vary during this time, following closely the

variations of optical and radio emission from

the flare.

Particles occur with energies from above 500

Mev down to 10 or `20 Mev. In a few cases,

the differential rigidity spectrum has been

measured over this range and is found to lie

between p-_ and p-5, where p, the "magnetic

rigidity," is the ratio of the particle's momen-

tum to its charge.

In contrast to the direct, the indirect radia-

tion arrives isotropically at the Earth. When

direct radiation has preceded it, the particles
with E>500 Mev can arrived 10 to 15 minutes

after the optical flare, wbile in those cases in

which only indirect radiation occurs, the first

particles may be delayed by 1 to 3 hours. The

low-ener_o T particles are delayed by 30 to 60

minutes beyond their rectilinear travel time in

the former case, and do not appear until 4 to 6
hours after the flare when there has been no

direct radiation. The intensity of high-energy

radiation reaches a peak after an interval 2 to

4 times the delay time, while the lower-energy

particles require 6 to 10 times their delay time

to reach the maximum intensity.

After the maximum intensity has been

reached, the flux begins to decay either immedi-

ately or within 1 to 2 hours. Decays propor-

tional to t -_ to t "z (t--times in hours) have been

reported but Webber (Ref. 43) suggests that

after the first few hours, the decay can be de-

scribed by Nae-t/to, where N is the flux of par-

ticles with energy greater than some value Eo to

to is a constant which depends upon Eo. Decay

constants from 2 to 6'2 hours are reported for

Eo= 10 3Icy, and from 8 to '20 hours for Eo----100
Mev. These variations have been discussed at

length by Webber (Ref. 43), and much of the

foregoing material has been drawn from his

work.

On a few occasions, a second rapid increase of

solar proton flux has been observed at the time

of the magnetic storm and the Forbush decrease

in high-energy galactic cosmic rays. Such an

increase in relativistic particles was observed on

the Deep River neutron monitor in Nox-ember

1960 (Ref. 44). A similar increase in the lower-

energy flux (9 to 600 Mev protons) was meas-

ured by Explorer XII (Ref. 45).

The differential rigidity spectrum of the in-

direct radiation lies between p-6 and p-8 ; that is,

the flux drops off much more rapidly at high

energies than does that of the direct radiation.
Measurements below 10 Mev have not yet been

made, but there is evidence for threshold in the

10 to 100 Mev region, below which are very few

186



INTERPLANETARY SPACE PHYSICS

A

n.
bJ
z
bJ

3_
F-

,2

2
0.

106 -- t I r-
-- NASA ROCKET

NOV 12, 1960

k\

-_ NASA ROCKET
" NOV 12,1960

EXPLORER 717"

io_ SEPT 28,

1956

1958-59
-4 1

"_" BALLOON DATA 1

-I i
K?-3

O.Irn_ I I0 IOOmev I bev I0

E, KINETIC ENERGY PER NUCLEON

FIOURE 16-26.--Integral energy spectra of solar and

galactic cosmic rays. [Top three curves represent

solar-flare protons; bottom three curves represent

galactic connie rays. NASA rocket curves from Ref.

47. Explorer XII curve from Ref. 45. Balloon flight

curves from Ref. 55 (1960) and Ref. 52 (1956,

1958-59. ) ]

particles, since the presence of large numbers

of such low-energy protons would produce much
more ionization in polar regions than is observed
(Ref. 46). The integral flux of protons varies
greatly among different events. The largest

flux has been estimated for the 93 Februa_3" 1956

flare, and amounts to about 104 protons/cm _ sec

sterad, with E>100 Mev. The majority of
other events have produced at least an order

of magnitude less.
Figure 16-26 shows a composite of integral

energy spectra from various sources. The sec-

ond and third curves from the top (Refs. 47 and

45) represent two events which were approxi-

mately 60 and 100 times less intense than the

1956 event in terms of high-energy proton flux.
In the 1960 rocket flight, protons below 10 Mev

were actually detected, but the authors suggest

that they cannot be regarded as part of the
interplanetary solar proton flux.

Although the solar flare particles are pre-
dominantly protons, alpha particles and heavier
nuclei have been observed also. Ney (Ref. 48)

has summarized data obtained in September
and November 1960, and finds that, the ratio of
protons to alphas above the same rigidity varied
from 30 to 1, at different times, while the ratio
of alphas to C, N, and O nuclei above the same
rigidity varied from 49 to 100. The corre-
sponding ratios of abundances in the Sun are
5 and 140 (Ref. 49). In this connection, it
should be noted that alphas and heavier nuclei
of the same magnetic rigidity have the same

velocity, while protons have twice this velocity
for the same rigidity. The orbits traversed by

individual particles in a magnetic field depend
solely upon their rigidity, while the time re-
quired for traversal goes inversely as the ve-
locity, of course. It is suggested that the parti-
cles are sorted magnetically in passing from the
Sun to the Earth.

The electrons, which are presumably accele-

rated simultaneously with the positive ions, ap-

parently usually do not reach the Earth. Ney

(Ref. 48) reports that. the flux of electrons in
November 1960 was less than "2percent of the

proton flux. Upper limit_ of 0.25 and 5 percent

have been set for other flare events by various

observers. However, a small flux of solar elec-
trons (0.015 electrons/cm _ sec sterad, with

E>lS0 Mev) has been identified by Meyer and

Vogt in July 1961 (Ref. 50).

Neutrons have not been identified, although
it has been estimated that their flux does not

exceed 5 percent of the proton flux. However,

if the protons traverse an appreciable amount
of matter between their origin and the Earth,

then high-energy neutrons should be present
also.

It should be remarked that most flares do not

produce high-energy particles which reach the

Earth. Approxhnately 50 solar proton events

have been identified since 1956, while there have
been hundreds of flares in that time. Although

a precise correlation between the characteristics

of flares and the arrival of particles cannot be

made at present, statistical correlations have

187



LUNAR AND PLANETARY SCIENCES

been deduced. The more important of these
are :

1. Flares which produce Type IV radio noise

are most likely to produce high-energy

particles at the Earth. The stronger the
noise, the greater the flux of particles
observed.

2. Direct radiation has been observed only
after flares occurred on the western hemi-

sphere of the Sun. This is the hemisphere

that would be connected to the Earth by

lines of force on the "garden-hose" model.
3. The time by which the indirect radiation

is delayed is greater when the flare has

erupted on the eastern hemisphere of the
Sun than in the western one.

4. Most, if not all, solar proton events can be

ascribed to an observed flare. That is, ap-

parently flares on the invisible side of the

Sun very rarely produce high-energy par-
ticles wh_h reach the Earth.

At present, no model of the Sun and inter-

planetary space has been constructed which ex-

plains in detail all the observations of solar

flares and subsequent events. A rough descrip-

tion that is widely accepted holds that, by an

unknown mechanism, the Sun sometimes ac-

celerates particles to high energies at the same

time it produces an optical flare. (The mech-

anism of the optical flare is not understood

either.) The electrons spiral rapidly in the

solar magnetic field, losing energy to synchro-

tron radiation, which appears as Type IV radio

noise, and perhaps producing the solar X-rays

by the bremsstrahlung mechanism. The ener-

getic protons and heavier particles do not lose

energy by this means and so escape from the vi-

cinity of the Sun. Their propagation outward

from the Sun is determined, for the most part,

by the already existing interplanetary magnetic

fields. This can be deduced from the time his-

tory of solar proton events, and also more di-

rectly from the observation that the kinetic-

energy density of the solar flare particles is less

than or of the order of the enerKy density of the

interplanetary magnetic field. Hence, unlike

the plasma, the solar flare particles cannot

change the magnetic field a great deal, and so

their motion is strongiy influenced by the pre-

viously existing one. As an example of the

/

NEW
WEAK DISORDERED

FIELDS

NOVEMBER 15, 1960

PIGORE 16-27.--Proposed solar magnetic field configura-

tion to explain phenomena observed in connection

with the solar flare event of November 15, 1,eWe.

(From Ref. 44.)

energy densities, we note that the interplan-

etary field lies between 3 and 10 gamma much

of the time, with energy density between 2.2 and
•250 ev/cm _. The maximum observed flux of

particles with E>80 Mev in the November

i960 events was 600 particles/era _ sec sterad

(Ref. 48), with an energy- density of 20 ev/cm :_.

When the Sun is quiet, it is thought that the

interplanetary magnetic field is randomly ori-

ented. Flare particles emitted into such a field

diffuse outward from the Sun, and if they reach

the Earth at all, arrive as indirect, isotropic

radiation. The particle flux gradually de-

creases as the particles diffuse out of this field

into interstellar space.

At other times, an oriented field exists be-

tween the Sun and Earth. Figure 16-27 shows

one conception of such a field (Ref. 44). In

this model, a field directed approximately ra-

dially from the Sun has been produced by the

plasma flowing outward from an active region.
In high-energy particles are injected into an

existing region of this sort, they travel outward

directly along the field lines, spiralling around

them with increasing pitch angles, and reach

the Earth inside the region as direct radiation.
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Because the field is highly ordered, particles in-

jected into it diffuse out rather slowly, main-

taining a higher flux inside than out. Simi-

larly, particles diffuse in rather slowly from

the region of disordered fields so that, as the

region of order expands, the flux of galactic cos-

mic rays inside it remains lower than the flux

outside in the disordered field region. The se-

quence of events shown in Figure 16-25 is pro-

duced when a flare ejects particles into an

existing disordered field and, at the same time,

expels a plasma cloud which expands slowly

out from the Sun, leaving a region of ordered

field behind it. The solar protons diffuse

through the disordered field and arrive as indi-

rect radiation. The plasma reaches the Earth

many hours after the flare, producing a mag-

netic storm. Then, as the region of ordered

field envelops the Earth, the flux of galactic

cosmic rays drops, and the solar-flare particle

flux increases. The fluxes gradually decay as

the plasma cloud expands further.
Most of the evidence which has led us to this

picture has been obtained from scientific in-

struments on the ground or in balloons, ul-

though rockets and satellites have recently

begun to fill in important details. It will take

true interplanetary spacecraft to decide un-

equivocally among the various models which

have been proposed. Our first, interplanetary

spacecraft, Pioneer V, yielded much important
data relevant to the question. One particularly

clear event is shown in Figure 16-'28 from the

records of the University of Chicago cosmic-

ray group (Ref. 51).
Pioneer V was 5.2x106 km inside the Earth's

orbit on March 30, 1960, when a moderately

large solar flare occurred at about 1500 hours.

A plasma cloud, with its front advancing at an
average speed of 2000 km/sec, passed the space-

craft about noon on the following day, produc-

ing a Forbush decrease which reached a depth

of 28 percent. A slightly smaller decrease was

observed on Earth, in company with a geomag-

netic storm. At 0845 oll April 1, another solar

flare occurred, and the protons accelerated by it

were able to reach the spacecraft in about an

hour, presumably moving along ordered radial
field lines.

Recently, the Sun has been exasperatingly
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FlOVaE 16-28.--Portion of record of Pioneer V triple-

coincidence particle detector and magnetometer,

showing a Forbush decrease produced by one solar

flare and direct solar protons from a following flare.

(From Ref. 51.)

quiet, so that no such spectacular event has

been seen by Mariner 9, but the analysis of
data from several small events is currently

proceeding.

COSMIC RADIATION

In addition to the solar wind and the solar-

flare particles, there is one other group of

charged particles which must be considered in

any discussion of the interplanetary medium--

the galactic cosmic rays. The history of re-

search on these particles (they are, of course,

not "rays") during the past half century is a

long and interesting story in itself, but we shall

merely summarize the present knowledge about
them.

The cosmic radiation is present at all times in

the solar system. The high-energy end of its

energ D" spectrum is shown in FigTwe 16-99

(Ref. 49). Above 10 u ev (100 Bey), the flux
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is very constant and isotropic. The low-

energy end, below 100 Bey, is shown in the

"balloon data" curves on Figure 16-26 (Ref.

52). Between 300 Mev and 100 Bey, the flux

is practically isotropic, except for small devia-

tions during the time of solar disturbances.

The energy spectrum i_t this region is subject to

two important variations.

First, there is the Forbush decrease, which

occurs following solar disturbances, as has al-

ready been described. The elucidation of the
exact mechanism of the Forbush decrease is the

subject of active theoretical research. Figure

16-30 shows the result of one attempt (Ref. 53)

to reproduce the temporal variation of the

flux by assuming that the incoming particles

execute a random walk through an expanding

cloud of magnetically turbulent solar plasma.
It should be noted that Forbush decreases can

occur without the appearance of any detectable

solar protons. The fractional change in flux

is generally greater at lower energies than at

high.

The second variation in the low-energy

cosmic-ray spectrum correlates with the eleven-

year cycle of solar activity. The flux has a
maximum value at times when the Sun is least

active, and a minimum value near the times of
maximum activity. The difference between the

1956 and the 1958-59 curves in Figure 16-26

illustrate this fact, and it is shown more clearly
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I_GV'RE 16-31.--Relation of the cosmiC-radiation cycle

to the sunspot cycle. (Data in top part give quarter-

ly Zurich sunspot number and quarterly planetary

magnetic character figure. Data in bottom part give

cosmic-ray ionization measured with standard ioniza-
tion chambers in balloon at selected depths (in g./

cm =) in atmosphere. Note that at large depths,

where only high-energy particles penetrate, the modu-

lation disappears. From Ref. 54.)

in Figure 16-31, which compares the rate of

ionization produced by cosmic radiation at high

altitudes in the polar regions with the sunspot

number (Ref. 54). It should be noted that the

time of minimum flux does not exactly coincide
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with that of maximum solar activity but that
the phase of the cosmic-ray variation lags the

solar variation by 9 to 1'2months.
Very little is known about the spectrum of

cosmic-ray particles below 300 Mev, although
Vogt (Ref. 55) has detected protons down to
75 Mev, with a differential spectrum that rises
with decreasing energy (short curve labeled
1960 in Figure 16-26). Although both Pioneer
V and Mariner 2 carried particle counters which

were sensitive to such low-energy protons, good
energy resolution was not available. Future
space probes will cover this very critical region.

The cosmic rays are composed of protons,
alpha particles, and heavier nuclei, with the
flux of these above a constant rigidity being
approximately in the ratio 100:15:2, (Ref. 49).

This ratio applies above any arbitrary rigidity
(at least up to 10 TM ev, above which little is
known about the composition) ; that is, the in-
tegral fluxes of all nuclear species have the same
dependence upon magnetic rigidity, except for
a multiplicative constant. The same ratio ap-
pears to apply throughout the solar cycle (Ref.
52). The flux of electrons above 100 Mev is a
few percent of the proton flux. The relative
fluxes of various nuclei approximate the cosmic

abundances, except for lithium, beryllium, and
boron, which have anomalously large fluxes.

It is generally agreed that the cosmic rays
enter the solar system from interstellar space,
where the flux is supposed to be uniform and
isotropic throughout the nearby portion of the
galactic spiral arm in which the Sun is located.
This explanation is required for particles with
energies above 30 Bev, approximately, because
if the Sun produced such particles, they could
not arrive at the Earth isotropically. The in-
terplanetary magnetic field is not strong enough
to deflect such particles very much. The spec-
trum of lower-energy particles joins the high-

energy spectrum so smoothly that particles of

lower energy are thought to have the same

source as the higher-energy ones. Also, the fact

that there are more cosmic rays when the Sun is

quiet than when it is active suggests that solar
activity modulates the flux of cosmic rays but

that the rays do not originate in the Sun. It

should be noted that some of the low-energy

cosmic rays could be produced in the Sun if the

Sun is able to produce a steady trickle of them.
The motion of galactic cosmic rays within the

solar system is controlled by the previously ex-
isting magnetic fields, since the particle energy
density is much less than the energy density of
the interplanetary ma_o_etic field. Forbush de-
crease modulation models have already been
described. The depressed level at times of high
solar activity must. be produced by the action

of magnet fields extending throughout all of the
inner solar system or at. least surrounding a
volume which contains the Earth's orbit. The

fields are stronger when the Sun is more active,
and the phase lag between solar activity and
cosmic ray modulation is explained by the time
required for the fields to be established over
so large a volume. The correct model for this

modulation remains unknown at present, and
it is not even known whether the flux decreases

gradually as one approaches the Sun from inter-
stellar space, or whether it drops abruptly on
some shell surrounding the Sun. The latter
might be the case if the barrier to galactic cos-

mic rays is produced by the interaction of solar
plasmas and fields with the magamtic field of the
local spiral arm. It is also possible that somo
low-energy particles in interstellar space are ex-
cluded from the solar system even at solar
minimum.

Cosmic rays are important to an understand-
ing of cosmic astrophysics if for no other reason

than that they are the only thing which reaches
us directly from outside the solar system ex-
cept starlight. Also, their energy density of 1
ev/cm a is about equal to the estimated energy
density of the local galactic magnetic field, to
the energy density of starlight, und to the den-
sity of the kinetic energy of turbulent motions

of the interstellar gas. Thus, the energy of
motion of the cosmic rays appears to be an im-

portant fraction of the total energy generated
in the stars.

The origin of tim rays is not completely un-

derstood. Morrison (Ref. 49) supposes that we

see the sum of fluxes from many sources, thor-

oughly mixed in the interstellar magnetic field.

The Sun produces particles with energies up to
several Bey on occasion, and some of these es-

cape the solar system. Presumably, other stars

like the Sun produce energetic particles also,
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but accelerators more powerful than the Sun

are required to generate tile higher-energy cos-

mic rays. It is possible that the cosmic rays
are related to the sources of non-thermal-cosmic

radio noise in much the same way that solar-

flare particles are related to Type IV radio

bursts. Both the Type IV bursts and the cos-

mic noise are apparently synchrotron radiation
from electrons.

CONCLUSION

Terrestrial radiation monitors and balloon-

borne instruments have obtained most of the in-

formation we have about radiation in space.

Among the more important observations by

spacecraft so far are the demonstration by Pio-
neerr V that neither the Forbush decrease nor

the 11-year modulation are Earth-centered

but occur very far beyond the magentosphere

(Ref. 56), and the measurements by Explorer

XII outside the magnetosphere of the spectrum

of solar protons throughout a solar flare event

(Ref. 45).
In order to further elucidate the physical

pr_esses in the Sun and the interplanetary.

medium, the following types of measurements

should be made using spacecraft :

1. The fluxes of protons and heavier nuclei

should be measured during solar flare
events near the Earth but outside the

magnetosphere, so that the measurements
can be extended unambiguously to low-

energ 3, particles. Directional data should

be obtained. The gap between radiation

plasma (10 Key to 1 Mev for protons)

should be explored. It is unknown at

present.
'2. These data should be correlated with pre-

cise measurements of the interplanetary

magnetic field and the plasma flux made

aboard the spacecraft. It is necessary to

be completely outside the magnetosphere

to do this.

3. The above measurements should be made

simultaneously at different distances from

the Earth and to Sun so that the propaga-

tion speeds of various phenomena can be

measured and the spatial extent of field

regions can be estimated.

4. During quiet times, the flux of low-energy

particles should be explored to see if the

Sun adds a small, steady flux to the ga-

lactic cosmic rays. This measurement
should be made in different parts of the

ll-year solar cycle.

5. The energy spectrum of protons and alpha

particles should be measured simulta-

neously at several points far from the

Earth in different parts of the solar cycle.

In this way, the variation of the intensity

of the galactic radiation with distance
from the Sun can be determined. In order

to make this measurement_ flights covering
several astronomical units of radial dis-

tance from the Sun may be required.

6. The search for less common types of radia-
tion should be continued. This will in-

clude _ search for solar neutrons and the

measurement of electrons and gamma

rays.
Mariner '2 has made a start on some of these

measurements. The flux of protons with E >

10 Mev is being measured far from the Earth

and in correlation with plasma and magnetic
field measurements. Variations in the flux have

been observed by the Mariner radiation instru-

ments, and these will be studied intensively.

We have not discussed the special categories

of radiation found within the magnetosphere.
These include the Van Allen radiation and the

auroral particles. This region is intimately
connected with the interplanetary medium, and

most of what we know about the latter has been

learned from data obtained inside the Earth's

magnetic field. This, however, is another

long story and not strictly part of the physics

of interplanetary space.
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INTRODUCTION

The non-scientist still tends to picture the

astronomer as a man who spends his lifetime

on a mountain top, his eye glued to his tele-

scope--a REFRACTING telescope. Indeed,

during the 18th and much of the 19th centuries,

such was a pretty accurate picture of the situa-

tion, except for the mountain top part. (Moun-

tains presented too much of a logistics problem

in those days.) The non-scientists and some
scientists also tend to assume something about

the program of the astronomer. They are sure
that it must be composed of three or four parts

Moon and Planets to one part stars and other

things. Again that's not a bad guess for the

18th century, although nothing could be further

from the truth today.

During the 19th century, physicists first be-

gan to achieve a qualitative understanding of
the interactions of radiation and matter. As-

tronomers were at last being given a tool which

seemed to offer hope for some understanding of

the enigmatic universe beyond the solar system.

By 1907, George Ellery Hale was able to state

that (1) "In astronomy the introduction of

physical methods has revolutionized the observ-

atory, transforming it from a simple observing

station into a laboratory, where the most diverse

means are employed in the solution of cosmical
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problems." Hale proceeded to launch the new

science of astrophysics in an all-out assault on

the fundamental problems of stellar evolution.

During the ensuing half century, astrophysi-

cists plunged into stellar and galactic problems,
never to return to the more nmndane affairs of

the solar system. Only the Sun received sig-

nificant attention ; but after all, it is a star. In

fact, planetary astronomy gradually acquired a

bad reputation due to overly enthusiastic Sun-

day supplement writers and overly ardent ama-

teur astronomers with little training in physics.

Hale never intended for this to happen. He

wrote that the problems of astronomical evolu-

tion could only be considered solved when we

understood the formation of a planet like the

Earth, that the astrophysicist's work ended only

when he began encroaching on the domain of

the geologist.

Today we are at a new threshold very like

that crossed by Hale. In Hale's time, the wed-

ding was that of astronomy and physics. To-

day's wedding is that of astrophysics and space

vehicles, a wedding which should prove even

more prolific than its predecessor. Unfortu-

nately, astrophysics is ill prepared for the wed-

ding, either in temperament or knowledge.

Examples of what is needed to make the

marriage a success, at least in one part of
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the space program, constitute the bulk of this

presentation.
VENUS

Man's first successful planetary space probe,

Mariner II, is presently on its way to Venus.

It will be followed by other Mariners and Voy-

agers and perhaps, in a decade or so, by man. I

say "perhaps" quite advisedly. Venus is ap-

parently extremely inhospitable and could re-

ject man's advances for several decades. Bas-

ically we know ahnost nothing about the planet,

which makes it difficult to prophesy. .Let's

consider the obviously very important problem

of atmospheric composition in some detail as

an example of our knowledge. The proper de-

sign of even the simplest unmanned capsule for

entry into the Venus atmosphere depends upon

knowledge of composition. Our entire pro-

gram of scientific study of and eventual manned

flight to Venus depends upon such knowledge.

Yet only a year ago, it was found that, carbon

dioxide, instead of constituting 50 to 90 percent

of the atmosphere, makes up perhaps 4 to at

most 20 percent of it (2, 3).
Carbon dioxide was first discovered on Venus

by Adams and Dunham in 1932 (4) when they
identified three near-infrared rotation-vibra-

tion bands of X_, 7820, 7883, and 8689. Since

that time, a number of estimates of the absolute

amount of CO2 have been made, the best known

being that of Herzberg (5) who found there to
be about 1000 m-arm of the gas above the effec-

tive reflecting layer. More recently (3), Spin-
rad found that 2000 m-arm of CO_ were

required to produce the observed strength of the

_t7820 band on an average plate. Since these

determinations are made by comparison with

laboratory spectra .and depend somewhat upon

the mode] atmosphere assumed, the two results

are entirely consistent, although not offering

the accuracy one would like.

Venus is a planet very like the Earth in size

and density. It has at times been called Earth's

twin. Therefore, when 1000 m-atm of CO._, (1/6

Earth atmosphere partial pressure of the gas)

were found high in the atmosphere, it was as-

sumed by most that CO_ must constitute the
bulk of the Venus atmosphere. Spinrad (3),

however, measured the total pressure from the

pressure broadening of the rotational lines and

found that the actual total pressures were very

high, CO2 in fact constituting only a few per-

cent of the atmosphere rather than the bulk of

it. What, then, makes up the bulk of the Venus

atmosphere ?

Nitrogen makes up the bulk of the Earth's

atmosphere. Unfortunately nitrogen has no

sensible absorption features at wavelengths

capable of reaching the surface of the Earth.

All important bands lie on the short wavelength

side of the atmospheric cut off at _t3000. How-

ever, in the violet and blue parts of the spec-

trum, there are emission features due to nitrogen

which are found in terrestrial airglow. Koz-

yrev (6) was the first to identify emission fea-
tures which he felt could be attributed to N_

and N_ in the atmosphere of Venus on the dark

side of that body. The big problem here is that

of contamination by scattered light in the

Earth's atmosphere and in the telescope. New-

kirk (7) made observations in this country

which in part agreed and in part disagreed with

those of Kozyrev. An analysis of the results

of both Kozyrev and Newkirk by Warner (8)
seemed to indicate the definite existence of

nitrogen and the possible existence of oxygen on

Venus in spite of the fact that the "signal-to-

noise ratio" was very poor on the plates of both

observers. A repetition of the obser_Tations by

Weinberg and Newkirk (9), using better equip-

ment, however, gave a completely negative re-

suit. Perhaps there was just no aurora during

the last mentioned observations. Weinberg and

Newkirk noted that visual observations by the

BAA (British Astronomical Association) indi-

cated an unusually prominent "ashen light" (a

pale glow from the dark side) during New-
kirk's first observations which were made near

sun-spot maximum and no ashen light at the
time of the new work. Observationally, the

problem must still be considered wide open, al-

though theoretically one would be hard pressed

to find an adequate substitute for nitrogen to

make up the bulk of the Venus atmosphere.

What about water vapor? On the basis of

observations made during the Moore-Ross bal-

loon flight of 1959, Strong (10) found 19

microns of precipitable water vapor in the

atmosphere of Venus above the effective reflect-

ing layer for 1.13-_ radiation. This result is
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unfot_mmtely vetT uncertain, as no measure-

ments of the amount of water vapor above the

balloon in the Earth's own atmosphere could

be made because of problems with tile balloon.

The most recent ground-based determination of

water vapor on Venus is that of Spinrad (11)

who found that the mixing ratio (water vapor

divided by total atmosphere) on Venus is less

than 10 -6 by mass, above the effective reflecting

layer or, equivalently, less than 7 x 10 -3 g/cm _.

This is still a factor of almost four greater than

the amount tentatively found by the balloon

flight, so there is neither disagreement nor an

actual answer to the question of how much
water there is on Venus.

The positive detection of oxygen on Venus

was announced just a few months ago at the

11th International Astrophysical Colloquium at

Liege by the Russian astronomers Prokofiev and

Petrova. They found a definite asymmet_ T in

the a band of O,_ that could only be attributed to

a doppler-shifted contribution by Venus oxy-

gen. Thus far, Prokofiev and Petrova have

made no quantitative estimate of 02 abundance,

stating only that it is small. The real mysteI T

is why this asymmetry doesn't appear on exist-

ing Mt. Wilson plates. The Russians were

using very high dispersion, 1 /_/mm, on very

sharp lines. Also, the phase angle appears to
have been somewhat different from that of the

Mt. Wilson plates. These small differences

must be sufficient to explain the discovery. Per-

haps the real mystery is why fewer than two

dozen good high-dispersion red and infrared

spectrograms of Venus have ever been taken in

this country.

Several efforts have been made by various

individuals to detect other, perhaps minor, con-

stituents of the Venus atmosphere. Minor

species play a major role in the structure of the

chemosphere, as well as giving valuable infor-

mation on major species which may be less

readily detected. Thus, Sinton (12) has re-

cently reported detecting a few cm-atm of car-
bon monoxide. For various reasons forMalde-

hyde has been looked for from time to time. A

recent search by Spinrad (11) has confirmed

the earlier result of Wildt (13) that 0.3 cm-atm

is an upper limit to the formaldehyde abun-

dance in the upper atmosphere of Venus.

Spinrad has also confirmed, as was already rea-

sonably certain on theoretical grounds, that

there is no major amount of molecular hydrogen

present. Kuiper (14) was unsuccessful some

years ago in a search for NH_, CH4, C._H,, C_H_,
and N20.

A number of observers have noted the low

albedo of Venus in the violet and near ultra-

violet. Heyden, Kiess, and Kiess (15) sug-

gested that this might be due to the presence of

nitrogen tetroxide. Spinrad (16) has noted

that actually Venus reflects more ultraviolet

with respect to the visual than the Moon does,

negating any need for the N20, hypothesis.

Kaplan (17) has found that the ultraviolet

spectrum of Venus is not coincident, with that

of N_O, in any event.

The preceding paragraphs present a fairly

comprehensive survey of our obsem_ational

knowledge in one important field, the atmos-

pheric composition of Venus, as an example of

the present state of planetary, astrophysics. In

summary, we know that Venus has a few per-

cent CO_, probably some N:--although no one

knows how much--a little O2, a very little CO,
maybe some H..O, and no detectable amount of

several other things.

In less detail, what else do we know, or think

we know, or guess, about Venus ? Perhaps the

most significant single discovery of the century

concerning Venus has been that of Mayer, Mc-

Cullough, and Sloanaker (18) who found in

1956 that Venus exhibited an effective bright-

ness temperature near 600 ° K at a wavelen_h

of 3.15 cm. Attempts to explain this unex-

pected l_sult have brought forth several en-

tirely new concepts of Venus. The first and

most obvious question is whether the high-

brightness temperature is thermal or non-

thermal. During the past six years, radio

astronomers have made significant progress in

mapping the microwave spectrum of Venus

from a few millimeters to 10 cm, including the

variation with planetary phase (19). One

non-thermal model proposed by Jones has fit

ttm data reasonably well by assuming that the

microwave radiation arises from free-free tran-

sitions of electrons in the ionosphere (20, 21).

The ionosphere model suffers from the inability

to explain the existence of the extremely high
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I_IGURE 17-1.--The correlation between Venus atmo-

spheric mean temperature and pressure_. The

straight line is a linear least-squares solution with

the triangular point given half-weight. The points

do not necessarily refer to a unique geographic loca-

tion in the Venus atmosphere.

electron density it requires. Yet the two

prominent thermal models, Sagan's Greenhouse

Model (19) and _pik's Aeolosphere Model

(22), each have their problems too.

The work by Spinrad (3) previously referred

to seems to have given the answer to the thermal

non-thermal question. Besides measuring COs

abundance and total pressure, Spinrad also

measured the COs rotational temperature on

each plate. Figure 17-1 shows the result.

Those plates showing greatest pressures also
exhibit the highest temperatures, and further,

these pressures and temperatures reach mean

values as great as 51/_ arm and 440°K. The

obvious interpretation is that the Venus cloud
cover is somewhat variable in the infrared,

radiation coming from deeper in the atmos-

phere on some days than others. Since the
surface conditions must be more extreme than

the mean values just quoted, the high surface

temperatures nmst be real, and furthermore

they must have very high pressures to go with
them.

An important factor in the problem of the

Venus atmospheric structure that cannot be

ignored is the rotation rate. American radar

results (23) strongly suggest that the period

of rotation is quite long, perhaps being syn-

chronous with the period of revolution, which is

225 days. If this is the case, one could hardly

expect to be able to use the same model for the

lower atmosphere on day and night sides. It

might seem that very high wind velocities

would be required to transport the energy from

the day side to the night side to keep the latter

at its very high temperature. Mintz (24) has
shown however that mean wind velocities of

1/_ mi/hr or less are sufficient if the surface

pressure is 50 atm, while the winds are quite

gentle for any of the high-pressure, high-tem-

perature models. Sagan (19) has presented

the most complete model of this latter type to

date. Very briefly, it has a dark side surface

temperature of about 640°K, a bright side sur-
face temperature about 750°K, a surface pres-

sure of 30 arm or more, cloud temperatures of

'234°K, dark side cloud pressure of 90 mb, with
a subadiabatic temperature gradient to the sur-

face and bright side cloud pressure of 0.6 atm

with an adiabatic temperature gradient. The
visible cloud deck is at an elevation of about 80

km on the dark side and higher in the bright

hemisphere. All of these figures but the cloud

temperature have large uncertainties, however,

running from perhaps -4-10 percent for the

dark side surface temperature to perhaps an

order of magnitude in the case of the surface

pressure. W_hat can we do to improve this un-

satisfactory state of knowledge

First, there are things we can do from the

ground. We need hundreds of high-dispersion
infrared COs spectra of Venus. _Ve need so

many because many variables are involved--

phase angle, location on the planet, COs band

u_d, and unfortunately, even time. These

spectra are of critical importance because each

offers a significant key to atmospheric structure,

each giving a simultaneous measurement of

temperature, total pressure, and CO._ partial

pressure. _Ve obviously need to make a careful

intensive study of 02 on Venus, the Russian

work having shown this to be possible. We

should keep a synoptic photographic record of

Venus, especially in the near-ultraviolet and in

the infrared, where some idea of gross cloud

structure can be obtained, for correlation with

the spectrographic results and for possible use

in meteorological studies. Careful polari-

metry can offer additional information, al-
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though by itself it rarely offers unique solutions.

Careful high-dispersion spectroscopy through-

out the spectrum still offers possibilities for dis-

covery, as witness the recent 02 and CO results.

Certainly, radio astronomers should be encour-

aged to keep up their surveillance of Venus,

adding new wavelengths where possible, im-

proving the accuracy of all their data, but es-

pecially phase effect information, and looking

for possible variations as a function of time.

There should be more balloon astronomy.

Potentially, the balloon offers the key to the
basic Venus water question : Is there any, and if

so, how much? The balloon telescope also of-
fers a factor of about four improvement in lin-

ear resolution over what is obtainable from the

ground. While this is not enough to be of

much significance with respect to Venus (at

least, according to our present ideas) such an

improvement would be of great help, perhaps

mandatory help, in properly identifying the

high-resolution pictures of Mars which will be
taken with Mariner-type probes to that planet.

An orbiting planetary observatory, an Earth

satellite devoted to planetary study, could be of

significant importance in studies of all the

planets. Such a vehicle offers complete free-

dom from atmospheric absorptions and turbu-

lence while at the same time allowing something

approaching synoptic coverage with large in-
formation transmission capability. Its signifi-

cance would depend in part upon its time scale

in relation to that of Voyager class orbiters.

For work on the major planets, an OPO should
be of use for as much as a decade.

Most significant of all is the true planetary

probe. Simple flyby missions of the Mariner

class already offer possibilities not presently
conceivable while one is limited to the vicinity

of the Earth. Consider radio astronomy.
Present efforts are limited to the entire disk of

the planet and to accuracies of some -----50°K.

at the most favorable frequencies. Within the

next few years, microwave radiometers carried

by a probe can be expected to give actual ther-

mal profiles, dividing the planetary disk into

more than 100 areas, measuring the radiation

from each area to +5°K. This is extremely

significant. Present data are so crude that it is
difficult to tell whether a theoretical model

atmosphere fits it or not. Almost any model
can claim to fit the data. Furthermore, micro-

wave radiometry and spectroscopy in the mil-

limeter region of the spectrum, made quite

difficult by terrestrial 'atmospheric absorption,
becomes almost as easy to accomplish as work in

the centimeter region.
Present work in the far infrared is limited

both by atmospheric absorption and by the com-

paratively small amount of energy available at

those wavelengths (or from another point of

view, by the limited sensitivity of our detec-

tors). Even in those comparatively clear parts

of the spectrum where we can work, it is nec-

essary to use either very wide pass bands or es-

sentially the entire disk of the planet. Yet, if

we are ever to really understand the energy

balance of Venus, we must know how solid the

cloud cover really is and at what wavelengths

the clouds and, for that matter, the unclouded

parts of the atmosphere are relatively transpar-

ent. Simple multiple-filter infrared radiome-

ters will make a significant start on this

problem. Later, a more sophisticated scanning

spectrometer or interferometer can carry the

ball. In the near infrared, direct photographs

will be of considerable significance as the pres-

ently experimental infrared television tubes

come out of the laboratory and into "field" use.

The atmospheric composition problem will be

significantly served by the flight of spectrome-
ters sensitive to the ultraviolet. Abundance in-

formation on oxygen and ozone will be one

result. Extending the work to Lyman a wave-

lengths will tell us whether Venus has a hydro-

gen corona. Nitrogen can best be studied by
means of its violet and blue emission lines. A

probe must fly by the dark side of the planet so
that such auroral and airglow studies can be

made free of bright side "contamination." In

the far ultraviolet beyond 2000 X such contam-
ination is no longer a problem, and visually

blind detectors will allow daylight airglow spec-
trometric st udies.

At such time as a Venus orbiter becomes

feasible, two highly significant spectrometric

experiments will be possible, the so-called sun-

set and twilight experiments. In a sunset ex-

•periment, the spectrometer looks directly at the

setting Sun through the atmosphere of the
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planet, offering a case of essentially pure

absorption and theoretically the easiest case to

interpret quantitatively. In a twilight experi-

ment the phase angle, Sun-planet-probe, is 90

deg, and as the probe passes over the termina-

tor, successively lower (or higher) layers of the

atmosphere become illuminated, thus allowing

some altitude "dissection." Although such ex-

periments are possible in theory on a flyby mis-

sion, the single pass and high angular rates of

such a mission make the possibility compara-

tively unattractive.

In many situations, say for use on the Moon

or Mars, a landing capsule is not such a fear-

somely difficult mission. On Venus it is. The
mildest surface conditions most of us are even

willing to consider today are 600°K and 5 atm,
with 650°K and 10 atm a better bet, and 750°K

and 100 atm a possibility. Little has been said

about the Venus clouds, but there is a possibility

that they are dust, which doesn't help matters

any. Not knowing what conditions really are,

any early entry capsule must allow for as many

extremes as possible. By the time a scientific

package has been protected against Venus, there

is very little of that package left with which to

study Venus. Early entry capsules will almost

certainly be just that and no more, with no at-

tempt made to survive the landing. Such at-

tempts, however, may give us direct measure-

ments of the composition and thermodynamic

variables of state of the Venus atmosphere at-

tainable in no other way, information that is

absolutely necessary if we ever are to land an

instrument package, let alone a man, on Venus.

THE OTHER PLANETS

In a few minutes it is hardly possible to dis-

cuss the solar system in detail, little as we know.

We have concentrated on Venus, since too much

planet jumping just becomes confusing. How-

ever, a brief sample of the other planets should

be given just to prove that Venus isn't an es-

pecially intransigent case.

If the slit of a spectrograph is placed per-

pendicular to the equator of a rapidly rotating

planet, such as Jupiter, the spectral lines, of

course, will be Doppler-shifted to the red or the

blue, depending upon whether the slit is nearer

the receding or approaching edge, that is,

whether there is a velocity component away
from or toward the spectrograph. If the slit

is placed parallel to the equator, the lines will

be inclined, the amount of displacement being

proportional to the radial velocity at each part

of the slit. Actually, the situation is a little

more complicated than it first appears, since the
spectrum actually consists of three kinds of

lines : those originating in our own atmosphere,

those due to Jupiter's atmosphere, and the solar
Fraunhofer lines. If the latter are said to

have an inclination of unity, then the Jovian
lines should have an inclination of 0.5 and the

terrestrial lines an inclination of zero.

Actually, very few plates have ever been

taken with a slit parallel to the equator. The
inclinations are more difficult to measure than

a simple parallel displacement with respect to

an iron arc comparison spectrum. Further-
more, the displacements of the Fraunhofer lines

are generally used rather than intrinsic Jovian

Tines because they are much stronger and easier

to measure. Last Spring, Spinrad made a

high-magnification enlargement of one of the

three Jovian plates in the Mt. Wilson Observa-

tory plate files taken with the slit parallel to the

equator. The result looked rather peculiar, so

Spinrad carefully measured the plate. Then

he had several other people do likewise without

telling them why. The inclination of the

Jovian ammonia lines was only 0.26 (25).
Hearing of this strange result, Dr. Guido

Miinch, professor at the California Institute of

Technology and consultant to J.PL, immediate-

ly loaned his one 200-in. plate of Jupiter to

Spinrad and took several others at the first op-

portunity. The Dominion Astrophysical Ob-

servatory in Canada loaned us the one plate in

their files. There can be no question of the
reality of the anomalous inclination of the

Jovian ammonia lines which are shown in Fig.

17-2, although the result is not obvious without
actual measurement.

The obvious interpretation of the observed

result is that the ammonia is rotating about 6

km/sec more slowly than the bulk of the Jovian

atmosphere. That is scarcely palatable. A

6-km/sec "jet stream" might be acceptable, but

just ammonia? Actually, the velocity fluc-

tuates with time and perhaps with latitude. A
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JUPITER Po6055

NH_, 1
6500 6-510

,i
FXOUaE 17-2.--A Palomar 200-ira reflector eoud_ spectrogram of Jupiter taken by Milnch with the slit parallel

to the equator. Original dispersion 3.3 /_/mm. Most of the unmarked lines are reflected Fraunhofer

lines.

large number of plates are needed for empirical
study of the problem. Spinrad reports that
methane may misbelmve somewhat also, al-
though suitable plates for such study are not
available. Figure 17-3 is a 200-in. direct
photograph of Jupiter. It would certainly be
interesting to know what relationship, if any,
these anomalous results have with the intricate
Jovian cloud structure. All of this may seem a

bit remote, but the first unmanned probe will

probably head out toward Jupiter in less than
a decade, and it would be nice to have at least
the preliminary spade work out of the way.
Actually, Jupiter presents just as many fasci-
nating problems to us today as does Venus, and
probably more. Venus was chosen rather than
Jupiter for more detailed comment only because
tile problems there are more immediate.

Consider Saturn, the beautiful ringed planet
shown in Fig. 17-4. Kuiper (14) has reported
the presence of somewhat less than 2.5 m-atm of
ammonia on Saturn. Figure 17-5 is a new
high-dispersion spectrum of Saturn taken this
Summer. It is obviously of high quality, show-

ing a multitude of methane lines, but in a care-
ful search, Spinrad, Miinch, and Trafton (26)

reported that ammonia was nowhere to be
found. Most ammonia will be frozen out in

Saturn's atmosphere at all times. Compara-
tively small temperature changes may be re-

sponsible for the "now you see me, now you

Fzo_ 17-3.--Jupiter in blue light. 200-in. photograph,

courtesy of Mt. Wilson and Palomar Observatories.

don't" role played by ammonia. Only addi-

tional study can tell.
Even Mars presents its multitude of prob-

lems. Some time ago, Kiess, Karrer, and Kiess

(27) presented evidence of the possible exist-
ence of various oxides of nitrogen on the planet.

Several authors (17, 28, 29) have strongly dis-
puted this result, mostly on theoretical grounds.
The observational results can be questioned be-

cause Kiess, Karrer, and Kiess were using very

marginal small aperture equipment in their
work. Kiess, Corliss) and Kiess (30) strongly
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maintain that the results are nevertheless cor-

rect. A problem such as this is extremely im-

portant, having strong bearing upon the prob-

lems of life on Mars and of manned landings
there. The obvious solution is to take new

plates with adequate equipment, a project in

which Spinrad is now engaged. The fact that

an argument can rage for three years, when it

is capable of almost trivial solution, is sympto-

matic of one of the great problems of planetary

astrophysics. None of the people who care

have ready access to adequate observational

equipment.
FIGURE 17-4.--S.aturn in blue light. 200-in. photograph,

courtesy of Mt. Wilson and Palomar Observatories.

SATURN Pc6622

x k

FmuPm 17-5.--A Palomar 200-in. reflector coud_ spectrogram of Saturn taken by Miinch with the slit parallel

to the equator. Original dispersion 3.3 :_/mm. Methane lines can be separated from Fraunhofer lines by

the difference in inclination. Note the lack of any methane in the spectrum of the rings at the top.

CONCLUSIONS

Our group at JPL has made some progress

during the past two years, because Dr. Bowen_
Director of Mt. Wilson and Palomar Observa-

tories, has kindly given us unlimited access to

their plate files, because Dr. Mfinch has worked

with us in obtaining new materi'd, because Dr.

Herzberg of the Canadian National Research

Council has loaned us vital lab spectra_ and be-

cause Dr. Petrie, Director of the Dominion

Astrophysical Observatory in Canada, has been

very generous in giving us observing time on

their new coud_-spectrograph-equipped 48-in.

reflector which was completed just this Sum-

mer. All the things discussed here could be

discussed only because of the understanding of
a few individuals such as these.

Obviously more is needed. You in the uni-

versities can help by encouraging young people

who wish to study astronomy and, further, by

encouraging those who wish to specialize in

planetary astronomy. You can help addi-

tionally by allowing those individuals who wish
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to study the planets to have access to observing

equipment. There is no conceivable excuse for

using a multi-million dollar space probe to do

any job which can be done from the ground.

While discu_ing Venus, a number of experi-

ments were mentioned which are completely

feasible within the present state of space science.

Many of them will undoubtedly be carried out,

the number depending upon available vehicles

and experimenters. There may well be much

better, more significant experiments which no

one has proposed. We eagerly want new ideas,

fresh viewpoints. With the help of the univer-

sities, the marriage of space probe and astro-

physics will celebrate innumerable joyous anni-
versaries.
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INTRODUCTION

The principal scientific objectives of the ex-

ploration of the Moon and terrestrial planets
are to understand the nature and history of

these bodies. An understanding of the Moon

and terrestrial planets is a necessary step

toward deciphering the origin and history of

the solar system. Knowledge obtained from

the exploration of the other planets will also

provide clues for answering many fundamental

questions concerning the Earth.

At present, most of our knowledge concern-

ing the other planets is based on astronomical

observations and inferences. With the ability

to conduct scientific measurements on the

planets themselves, the disciplines of geology,

physics, and chemistry will play the dominant

and important role in future extraterrestrial

exploration. It is the purpose of this paper to

review briefly our present knowledge of the
Moon and terrestrial planets, to present specific

planetary problems, and to discuss some of the
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methods of attacking these problems. Current

needs for Earth-based planetology research will
also be discussed.

PRESENT KNOWLEDGE OF THE 'MOON AND

TERRESTRIAL PLANETS

General

Existing facts and inferences about the

planets, Mars, Venus, Mercury, and the Moon,

have evolved slowly during the past 300 years.

Advances have not been rapid because unique

interpretations of the electromagnetic and

dynamical planetary data are usually not pos-

sible. Furthermore, most astronomers have

concentrated on stellar problems rather than

planetary problems. Knowledge of the Moon

and terrestrial planets has been obtained by

direct visual and photographic observations, by

measurements of their electromagnetic phenom-

ena, by inferences made from dynamical data,

and by analogy with the Earth and meteorites.

It is important to stress the uncertainties in

these measurements and, more strongly, in their

interpretation.
Moon

Facts and In/erences Derived /ronv Photo-

graphs el the Moon. The most detailed knowl-
edge about the surface of the Moon is derived

from photographs and visual telescopic obser-

vations. Through differences in albedo and

topography, many different features can be

distinguished on the lunar surface. The most
obvious of these are the highlands and maria,

which, at full Moon (Figure 18-1), are readily

distinguishable from one another by differences

in brightness, the highlands having generally

20 percent higher albedo (reflectivity) than the

maria. Examined in more detail, it is readily

seen that the bright highland areas are covered

by a dense irregular pattern of near-circular

depressions, termed craters. In contrast, the

maria have a much lower crater density, about

1_o that of the highlands. Extending outward

from many of the craters are rays, thin surficial

deposits of high reflectivity. The rays are most

strikingly apparent at full Moon, and become

almost invisible during other phases. Promi-

nent examples of rayed craters are Copernicus,

Tycho, and Kepler (Figure 18-1). The fact

that many (old) craters have no rays suggests
that these features grow darker with time and

disappear, perhaps either through radiation

damage or through mixing of surficial debris

with micrometeorite bombardment, or both.

In general, two types of maria may be dis-

tinguished on the basis of their external shape.

Circular maria are best typified by Imbrium
(Figure 18-2), Crisium, Nectarus, Humorum

and, to a lesser extent, by Mare Serenitatis,

while examples of so-called irreglflar maria are

the Maria Tranquillitatis, Foecunditatis, Nu-

bium, and Oceanus ProceIlarum. Considering

the whole surface of the Moon, the number of

maria on the visible side is much greater than

on its far side, which is over 90 percent high-

land, judging from the recent Russian photo-

graphs (Ref. 1). On the side facing the Earth,
for which the only detailed information is

available, the maria are always of lower eleva-

tion than adjacent parts of the highlands (Ref.

2). Because of their smooth, even appearance,
it has been thought that the maria are filled with

lavas (Ref. 3), although Gold (Ref. 4) has sug-
gested the filling may be dust and other debris

derived from the highlands. Under proper

conditions of illumination, however, the maria

exhibit a variety of features including low

branching ridges and scarps (Figure 18-3), and

domes (Figure 18-4), some of which contain

small central craters. Long, narrow cracks

(rilles) up to 5 km in width and extending for
hundreds of kilometers are often found within

the walls and regions adjacent to the Maria

(Figure 18-3).

Mare Imbrium is probably the best known
and most widely studied of the circular maria.

In rectified view, this mare is almost perfectly

circular in outline (Ref. 5). The western

outer margin is defined by two ranges of moun-

tains, the Apennines, Caucasus, and the Alps,

which rise 3.5 to 5.5 km above the Imbrian plane
(Ref. 6). On the east, the surface of the maria

is continuous with Oceanus Procellarum, and

on the basis of geologic mapping of the Moon's

surface in the general region, Shoemaker (Ref.

1) considers the material filling these two maria

to be of the same age. A similar connection

through a much narrower opening between the
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FIGVRE 18-1.--Composlte photograph of tlle full Moon. (North is down. Photograph courtesy ,-',It. Wilson and
Palomar Observatories. )

Apennine and Caucasus Mountains establishes

surface continuity between Mare Imbrium and

Mare Serenitatis. The large "drowned" crater,

Archimedes, along with an accurate string of

isolated peaks and short ranges of mountains,
occupies the interior of the mare. Another

crater, Plato, occurs on the northern rim and

is also drowned with material similar in appear-

ance to that covering the area to the south.

Extending outward radially from Mare Im-

brium for distances as great as 1000 km are a

widespread series of linear ridges and furrows,

called Imbrian sculpture by Gilbert (Ref. 7).

Opinions on the origin of such structure vary.

On the hypothesis that Mare Imbrium resulted

from impact of a large body, Gilbert inter-
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FmURE 18-2.--Northern portion of the Moon at last quarter showing Mare Imbrium, the rayed crater Copernitms
(top, right), the Apennines (top, left), Archimedes (center, left), the Alps (lower, left), with the crater
Plato (lower, center). (Photograph courtesy Mt. _'itson and Palomar Observatories.)

preted the troughs as trenches plowed out by

low-angle ejecta produced during impact. More

recently, Shoemaker (Ref. 1) has revived the

opinion that the Imbrian sculpture is the topo-

graphic expression of a series of normal faults

developed as a result of expansion of the hmar

crust during the impact that produced the hn-

brian ejecta.

The region of Mare IIumorum shown in Fig-

ure 18-3 displays interesting evidence of sub-

sidence in both this mare and adjacent parts of
Oceanus Procellarum. Mare I[umorum is

roughly circular in outline and approximately
300 km in radius. The difference in elevation

between the mare floor and surrounding areas

is.approximately 1 kin. .k series of concentric

wrinkle ridges occupies the eastern side of the

mare, and the higher terrain still farther to the

east is cut by a series of arcuate rilles approxi-

mately 300 km in combined length. Rilles on

the west side of the mare are much straighter,

but one example near the western shore of the

mare is slightly curved and shows vertical dis-

placement where it emerges onto the surround-

ing highlands. This mare is not surrounded by

a prominent ridge of debris, as is Mare Im-

brium. One of its most striking features is

the inward tilting of craters on all but the west-

ern margins. The nearly filled crater Letronne

in the southern part of Oceanus Procellarum

is likewise tilted toward the north, possibly in-
dicating the high terrain between Humorum

and Procellarum to be a low anticlinal ridge

(the average tilts over the large areas involved

are estimated to be 1/_ deg or less). Other evi-

dence for largescale subsidence in Mare Hu-
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FIGURE 18-3. Mare Humorum (top). Arcuate rtlles

cut through the crater Hippalus on left (west). The

crater Letronne is north (down) of Gassendi, an-

other large partly filled crater with small central

peaks on the northern shore of the mare. Gassendi

is approximately 110 km in diameter. (Photograph
courtesy Mt. Wilson and Palomar Observatories.)

dealing in particular with the origin of lunar
craters.

Two outstandingly divergent hypotheses have

been forwarded for the origin of lunar craters,

these being the volcanic and impact hypotheses.

Various investigators in the past have attempted

to explain hmar craters as either calderas or

maars. Gilbert's study (Ref. 7) of this ques-

tion produced the conclusion that the differences
in form and size between lunar craters and ter-

restrial volcanic craters were so great as to pre-

clude a volcanic origin for the lunar craters.

Green and Poldervaart (Ref. 8) answer the

objection that lunar craters are of much greater

size (on the average approximately two to four

times wider and deeper than terrestrial exam-

pies) by suggesting that the lower lunar gravity
would permit, boiling at six times greater depth

in the Moon, thereby allowing larger craters to
form if explosive activity were to occur. In the

absence of quantitative calculations, it is diffi-

cult to judge the correctness of such ideas.

Baldwin (Ref. 6) has studied quantitatively the

morum and other maria (Nectaris, Imbrium,

Crisium, among others) has been discussed by

Hartmann and Kuiper (Ref. 5).
Like Mare Humorum and other circular

maria as well_ except for Crisium, the irregular

maria possess no well defined outer rim of moun-
tains or sculpture as does Mare Imbrium. As

pointed out by Urey (Ref. 3), another interest-

ing difference between the circular and irregular
maria is that in the latter, many partly fille4

craters are visible in the interiors, whereas ves-

tiges of such structures are almost completely
obliterated in the circular examples. This

would seem to imply, among other things, sub-

stantial filling of the circular mare compared

to the irregular ones.
Comparisons between Lunar and Terrestrkd

Craters and t]_e Origin o/Lunar Craters. In

the present section, we shall give a brief discus-

sion of attempts at quantitative geologic com-

parisons between lunar and terrestrial features,

FmURE 18-4.--Domes (some showing central craters)

near Tobias Mayer, small crater which is 30 km in

diameter (lower central part). Rhinhold is partly

shown in upper right. (Photograph courtesy Mt.

Wilson and Palomar Observatories.)
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relationship of the diameters, depths, and height

of rim above the surrounding plains for lunar
craters and shows that data from these features

scatter around a curve extrapolated from simi-

lar data on craters produced by detonation of

high explosives. If such an extrapolation is

valid, Baldwin's work suggests that lunar cra-

ters can be interpreted as explosion pits. Shoe-

maker (Ref. 1) questions the correctness of the

extrapolation, because of basic differences in

the crater mechanics of high-explosive detona-

tion and high-velocity impact.

In an attempt to establish criteria by which

results of various crater-forming proees_s on

the Moon might be distingnished, Shoemaker

(Ref. 1) has made detailed and extensive studies

of the characteristics of ten'estrial craters, par-

tieularly maars and impact, craters.

Terrestrial maars are approximately circular

depressions of volcanic orion up to 5 lml in

diameter and '200 m in depth. Most are partly

surrounded by a low, smooth rim of ejecta and

fragments of country rock and may have small

cinder cones in the center of the main depres-

sions. Maars have funnel-shaped volcanic

vents filled with tuff, vent wall rocks, and igne-
ous rocks. They ahnost always occur in chains
or rows. Chains of small craters occur on the

Moon at certain places. The most prominent

example of this is between Copernicus and
Eratosthenes (Figmre 18-5), but the situation

here is complicated by the proximity to Coper-
nicus, which has a great number of small craters

surroundi'ng it that are probably related to the
larger crater. The fa_t that this row of craters

merges to the north with a long, low ridge

FmtTaE 18-5.--The region between the craters Copernicus (right) and Eratosthenes (left) showing prominent
alignment of small craters. The crater Copernicus is about 90 km in diameter. (North is down. Photo-

graph courtesy Mt. Wilson and Palomar Observatories, 200-in. photograph.)
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trending across Mare Imbrium and to the south
into a rille (the Stadius rille) suggests that the
alignment is of internal origi,n.

Shoemaker's studies of Meteor Crater, Ari-
zona (Ref. 1), show that (at least) terrestrial
impact craters in horizontal sedimentary rocks
are characterized by several distinctive fea-

tures: (1) the volume of the rim will, in this
case, just fill the depression; (2) debris of the

rim is crudely stratified, the sequence of beds
being in reverse order of that of the underlying
formations; (3) beds of older formations dip
gently outward, low in the-crater and more
steeply near the contact with debris of the rim,
and at places are overturned so that tile upper-
most beds are folded back on themselves; (4)
regional jolnting controls the shape of the era-
ter, which is somewhat square; (5) the center
of the crater (below later lake beds and talus)

is occupied by a 200-m-thick lens of breccia,
made of material from the underlying forma-
tions; (6) deep drilling and shafts have not
revealed the existence of a central peak in the
center of the crater, although such a feature has
been found in the Steinheim basin, which from
all evidence appears to be of impact origin
also; (7) the outer slopes of the crater are
characteristically hummocky.

The problem of distinguishing between a vol-
canic or impact origin for lunar craters cannot
readily be resolved at present using telescopic
observations because most of the diagnostic fea-
tures of both maars or impact craters are too
small to be seen. The most important argu-
ment that can be used at present for the identi-

fication of impact craters on the Moon is the
hummocky topography of the rim debris, ac-
cording to Shoemaker (Ref. 1), and partly on
this basis,-he ascribes an impact origin to Co-
pernicus. More certain evidence can only come
with detailed examination of the structural and

petrographic nature of the rocks of particular
craters, which, it seems, can only be accom-

plished by first-hand investigation with un-

manned instrumentation or by man himself.

Indirect Obse_vation,_ of the Lunar Surface and
In[erences Regarding Detailed Structure. In-
formation about the fine structure of the lunar

surface, that is, microtopogq'aphic detail below
the limit of telescopic resolution (which is about

1/_ kin) has come from interpretation of photo-
metric, polarimetric, infrared, microwave and
radio-echo observations. A point of major im-
portance to be remembered here is that such ob-

servations often refer to relatively large areas
of lunar surface or, in the ease of long wave-
length data, to the entire visible disk. The
information thus derived represents averages
over large areas, which may have little or noth-
ing to do wifl_ the properties at a particular
point on the Moon's surface.

The Moon has some extraordinary photo-
metric properties that must depend on the de-
tailed structure of its surface. At full Moon,
the distribution of brightness over the surface
of the disk is nearly unifornl in contrast to ordi-
nary diffusing spheres which appear brighter

near the center when illmninated by a distant
light source. The maria and highland regions
have nearly the same photometric properties,
both being characterized by a maxinmm appar-
ent brightness at zero phase angle, with sharp
changes in brightness before and after full
Moon. Models of the lunar surface most satis-

factorily explaining these results have the sur-
face covered by deep holes with vertical walls
and sharp edges. This microstnmture (on

some scale greater than the wavelength of light)
is such as to give a very strong maximum of re-
flection in the backward direction. The lunar

surface is characterized by innumerable areas
of different brightness. This property (along
with topography) has been of considerable value
in mapping stratigraphie units on the Moon's
surface (Ref. 1).

Polarization of moonlight as a function of

phase angle gives information on the very fine
structure of the surface (Refs. 1 and 9). Ob-

served mean lunar polarization curves givlng
the proportion of polarized light as a function

of phase angle show two distinctive features:

(1) for small phase angles, a greater portion of
light reflected from the surface vibrates in the

plane of vision than in a plane perpendicular

to the plane of vision (negative polarization),

and (2) at phase angles of 28 deg, the polariza-

tion becomes positive and reaches a maximum
at a phase angle of about 100 deg. Maximum

polarization is attained on the dark regions and

minimum on the bright regions, and the polar-
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Moon. (Curve A is mixture volcanic ashes with

albedo of 0.13 ; curve B is mean curve for the Moon.

Numbers are proportion of polarized light × 10_.)

ization varies considerably more on the bright

areas than in different places on the maria.

The average polarization curve of the Moon is

reasonably matched by mixtures of volcanic

ashes (alkali-basalt composition) from erup-

tions of Vesuvius; that is, by a powdered,

opaque substance (Figure 18-6). Such pow-

der must stick even to the steepest lunar slopes_

and_ in view of the photometric data_ to the

walls of the cavities covering the surface as

well, since the polarization curve obtained from

slopes and flat areas is the same and is very

different from that obtained with bare igneous

rocks_ whose zero of polarization is at a smaller

phase angle (around 10 deg).
Observations of the reflection of radiowaves

from the Moon's surface yield information on

the average structures of the surface with di-

mensions of the order of the wavelengths of the

waves involved. Studies reported by Evans

(Ref. 1) carried out in the wavelength range
0.1 to 3 m indicate that the surface of the Moon

is smooth and undulating, with average slopes
of about 6 deg, and that on the average about 10

percent of the surface is covered with small

objects which are well below the limit of tele-

scopic resolutoin. About 50 percent of the

echo power arises as the result of reflections

from a region at the center of the visible disk

with a radius of 1/10 that of the Moon. From

consideration of the echo power as a function of

the inclination of the surface to the line of sight,

it has been deduced that most of the power is

reflected from regions which are nearly per-

pendicular to the incident ray paths. A study

by Daniels (Ref. 10) at 0.68 m has indicated
that the rms slope of the small-scale structure of

the Moon will have a value somewhere between

8 and 19 deg.

Temperature measurements of the Moon

made during eclipses in both the infrared and

microwave regions of the spectrum have fielded

information about the thermal properties of

the near-surface material. Jaeger (Ref. 11)

has developed a theory attempting to reconcile

all the data into a consistent picture. On the

basis of a theory_ assuming thermal properties to

be independent of temperature, the eclipse
observations indicate a surface with so-called

thermal inertia [(KpC)-_, K being conduc-

tivity, p density, and C specific heat at constant

pressure] of the order of 1000, which may be

interpreted as representative of finely divided
granular material in vacuum, or at least a thin

layer of this material a few millimeters thick

overlying a better conductor (equivalent to

pumice or loose volcanic gravel). The theory

definitely rules out any large part of the surface

being covered by pumice or bare rock. This
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FIGURE 18--7.--Change of temperature during a hmar

eclipse. (Solid curves based on calculations by

Jaeger, 1953. Crosses derived from measured tem-

perature,s (after Pettit, 1940).)
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can be seen from Figure 18-7, which shows

measured temperatures during an eclipse

(crosses), as obtained by Pettit (Ref. 1'2), to-

gether with the theoretical curves of Jaeger for

homogeneous rock, pumice, and dust. Assum-

ing a "midnight" surface temperature of ap-

proximately 120°K, Sinton (Ref. 1) has cal-
culated that a snrface with (KpC) "1_ of the

order of 500 is required to explain the lunation

temperature variation. This discrepancy could

easily be removed, it seems, by lowering the

"midnight" surface temperature, in fact,

recent measurements of nighttime lunar tem-

peratures by Murray and Wildey (Ref. 13)

show the surface temperature to be below

105°K. Examinatio_n of Sinton's theoretical

curves (Ref. 1) shows that a midnight tempera-

ture of about 98°K would be sufficient to raise

the lunation thermal inertia the required

amount to agree with eclipse calculations.

Microwave and millimeter-wave temperature

observations as reported by Sinton (Ref. 1) are

well represented by an equation of the form

T=To'+TI" cos -- -_)

where T'0 is found to vary between roughly

180 and 315 ,0 K, T( is between 5 to 50 ° K, and

the phase angle _ is 40 to 45 deg. P is the

period of lunation. The smaller amplitude of

these thermal oscillations and the large phase

angle suggest that the radiation giving rise to

these temperatures is arising beneath the sur-

face of the Moon. Using either the variation

in amplitude or phase lag of the thermal wave

with depth, the mass absorption coefficient of
the Moon's near-surface material can be cal-

culated. Sinton (Ref. 1) has measured the

mass absorption coefficients for some terrestrial

materials at a wavelength of 1.5 mm (no values

given in the paper quoted) and finds that the

observed coefficient, which falls between 0.1 and

0.083 g-i cm _, is closest to that of basalt. Stone

meteorites have coefficients near 9 g-_ cm _, while

tektites have coefficients near 2 g-_ cm 2.

Observations of emission at these longer

wavelengths are usually taken as averages over

the whole disk of the Moon. Therefore, such

conclusions as can be drawn from the data may

oe MOON ANa eLANErS

have, as we have said, little or nothing to do
with the near-surface characteristics of the

Moon at specific points

The observations just: summarized point to

an "average" model of the Moon's surface which

is extremely rough on some scale below the limit

of telescopic resolution, probably on a scale be-
tween 10 cm and 3 m. The walls of cavities

and surface irregularities present are covered

by a thin layer of finely divided opaque ma-

terial, which may overlie other debris such as

pmniceous gravel.

Lunar Surface ProbTems. It. has not been pos-

sible in this brief review to cover many signifi-

cant features (of the surficial structure and

stratigraphy) of the side of the Moon visible
to us from Earth. What we have tried to in-

dicate, however, is that extended study of the

surficial structure (mainly topography) of the

lunar surface has given some indication of the

processes that have gone into shaping the sur-
face as we now see it, and from this there has

emerged a rough idea of lunar stratigraphy

and history. Furthermore, telescopic work

using special instrumentation has furnished

some information on details of the very upper-
most surface structure of the Moon that are of

smaller size than the limit of telescopic resolu-

tion. It is obvious that an understanding of

the nature and history of the Moon can come

only from further thorough in s_itu investigation

of many problems. Some of the most impor-

tant of these are: (1) absolute and relative ages

of lunar surface features and stratigraphic

units, (:2) chemical composition of the Moon,

(3) variation in rock types (textures, min-

eralogy) over the surfaces, differences between

highlands and maria, (4) existence of lunar

cruist with high potassium, thorium, and ura-

nium content, (5) the structure of such moun-

tain ranges as the Apennines, Alps, Carpathians,

Caucasus, (6) structure and stratigraphy of

the highlands and maria, (7) differences be-

tween circular and irregular maria, and age re-

lations between all such features, (8) nature of

contacts between maria and adjacent highlands,

whether depositional or fault (through sub-

sidence), (9) significance of walled plains such

as Plato and Archimedes, (10) the nature and
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significance of domes, rilles, and wrinkle ridges,
(11) the radiation damage of materials on the

surface, (12) lunar erosion and debris transpor-

tation mechanisms, and the rates of detritus

transport from place to place, (13) heat flux

from the interior as a function of position over

the surface, and (14) variations of surface tem-

perature throughout a lunation over the surface.

Interior o/the Moon. The mass of the Moon

is 7.3 x 102_g and its mean radius is 1738 km.

The mean density of the Moon, 3.34 g/cm s, has

led to the widespread belief that the Moon is

composed of ferromagnesian silicate materials

such as are believed to compose the upper man-

tle of the Earth. Since the maximum pressure

in the interior of the Moon is only 46,000 bars,

a pressure which is reached at a depth of only

150 km within the Earth, most silicate phase

transitions, except possibly the basalt-eclogite

transition, are ruled out. Ignorance of the in-

ternal density distribution of the Moon has led

to wide speculation concerning its internal
structure.

From observations of the Moon's libration in

longitude and its orbital characteristics, values

for the ratios a= (C-B)/A, fl= (C-A)/B,

and _= (B-A)/C can be obtained, where C is

the moment of inertia about the axis of rotation,

A about the axis pointing toward the Earth,

and B about a third orthogonal axis. These

ratios are far greater than those calculated for

a homogeneous Moon in hydrostatic equilibrium

and imply considerable strength in the lunar
interior.

Urey, Elsasser, and Rochester (Ref. 14) point

out that the irregular shape of the Moon can

be explained by assuming that its density varies

with respect to latitude, longitud% and to radius

and that great strength is not required in the

deep lunar interior. However, the outer part

of the Moon must have considerable strength

in order to explain certain surface irregular-
ities.

Thermal calculations for lunar models which

assume a uniform distribution of radioactivity
in the same concentration as in chondritic me-

teorites (Ilefs. 15 and 16) indicate that a large

part of the lunar interior would be molten

(Figure 18-8). It is thus difficult to reconcile

data on the Figure of the Moon with a homo-

500¢

_200¢

er

g¢

if wooc

--. DIOPSiDEMELTING CURVE
.... Fe MELTING CURVE
--'--TEMPERhTURES IN COLD

MOON

/.
/

/
/

/
i i I ,

IOOO I.r:_:)o1738
DEPTH, km

FmvaE 18-8.--The variation of temperature as a func-

tion of depth in a model Moon having a uniform

distribution of chondritic radioactivity and a_um-

ing an initial temperature of 0 ° C. (Taken from

MacDonald, 1962. )

geneous Moon of chondritic radioactivity.

This discrepancy suggests that the total radio-

activity of the Moon is less than that of chon-
dritic meteorites or that the Moon is a differenti-

ated body with the radioactivity concentrated

near the surface (Ref. 15).

A rough measure of the density distribution

or homogeneity of the Moon can be obtained
from the ratio of its principal moment of in-

ertia to the product of its mass times the square

of its radius. This ratio is formed by dividing

fl into (C-A)/M._ _, which is obtained from ob-

servation of the mean motions of the perigee

and node of the Moon's orbit and the main ellip-

ticity term in the Earth's gravitational poten-

tial (Refs. 17 and 18). For a homogeneous

Moon, this ratio should be 0.4; the observed

value is 0.56 and suggests at first glance that the
interior of the Moon is less dense than its outer

portions. H'9wever , Jeffreys (Ref. 18) and

MacDonald (Ref. 15) point out that the prob-

able error in the observations is sufficiently large

so that this discrepancy is probably not

significant.

The question of whether the Moon possesses

a magnetic field is still unsettled. In September
1959, the .Soviet rocket which crashed on the

Moon contained a magnetometer and indicated

no evidence of a lunar magnetic field down to

the instrument threshold of 6 x 10 -* gauss (Ref.

19). Neugebauer (Ref. 20) has suggested that
the Soviet observations are not conclusive.
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Further measurements of a possible lunar mag-

netic field would certainly shed light on the na-
ture of the lunar interior as well as provide clues

to the origin of the magnetic field of the Earth.

Topographic and geologic features associated

with earthquake belts are not significantly

present on the Moon, but the mechanism of

lunar seismic energy release may be entirely

different from that on Earth. Fairly extensive

lunar seismic activity is predicted by the ther-

mal calculations of MacDonald (Ref. 21) and

Kopal (Ref. 16). A knowledge of whether

moonquakes are localized in belts or are random

in location, their correlation with any lunar

topographic features, and their depth of focus

is necessary for understanding the thermal and

tectonic history of the Moon.

Venus

Present Knowledge and Theories o/ Venus.

Our knowledge of the solid body of the planet

Venus is exceedingly meager. Fundamental

planetary constants are far less certain on

Venus than on other planets. Yet, Venus is

perhaps one of the most intriguing of the

planets because of its resemblance to the Earth

in size and density and because conditions may

have changed considerably on Venus during the

history, of the planet.

Telescopic and photographic observations of
Venus reveal the absence of sharp features on

the planet. Rather indistinct features have

been recorded, but they generally lack repro-

ducibility in position and shape in sequential

observations. These and other optical data

OF MOON AND PLANETS

indicate that the lithosphere of Venus is persist-

ently obscured by a dense atmosphere. The

high visible albedo of 0.6 to 0.8 is caused by

the atmosphere. Ultraviolet photograph of

Venus show more distinct markings than photo-

graphs taken at visible wavelengths. Figure

18-9 shows three ultraviolet photographs of

Venus taken by Ross. Broad bands perpendic-

ular to the terminator are prominent in these

photographs. "Polar" caps, bright areas near

the cusps of the crescent which vary both in

brightness and location, have been recorded in a
number of observations. Occasional dark spots

observed on the disk have been interpreted by
some astronomers as the surface of Venus ex-

posed through breaks in the clouds. The disk

is yellowish, apparently the result of Rayleigh

scattering (Ref. 22). Figure 18-10 shows

Venus in blue light.

Two uncertain factors of critical importance

to the study of Venus are its rotation period and
the orientation of its axis of rotation. Recent

radar measurements of Venus (Ref. 23 and 24)

are tentatively interpreted as indicating that

the axis of rotation is perpendicular to the eclip-

tic and that the rotation period is about. 225

days. The rotation and orbital periods would

thus be similar, and the same face of Venus

always faces the Sun. A long rotation period

(> 170 days) is calculated by Sagan (Ref. 22)

on the basis of surface pressures and the appar-

ent change in brightness temperature with

phase. On the other hand, Soviet scientists re-

port that their recent radar data indicate a rota-

tional period of 9 to 11 days (Ref. 25).

FIGURE 18-9.--Venus in ultraviolet light.
1929.

(60-inch photographs by F. E. Ross, 1928, on June 24, 26, and 30,

Courtesy of R. S. Richardson.)
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FIGURE 18-10.--Venus in blue light. (Photograph from

200-inch reflector, Mr. Wilson and Palomar Observa-

tories. Note lack of irregularities in terminator and

absence of other features.)

The dimensions of Venus are uncertain be-

cause the depth of its atmosphere is not known.
Estimates of the density of Venus, therefore,
have a wide dispersion, from 4.8 to 5.5 g/cm 3.
Measurements of planetary oblateness are also
of dubious value. If Venus has a synchronous
rotation, a tidal bulge in the direction of the

Sun is probable. Models of internal structure
are impossible to construct because nothing is
known of Venus' shape or moments of inertia,
and Venus has no moons from which its mass

can be accurately determined. The current
value for the mass of Venus was calculated from

perturbations on the orbit of the asteroid, Eros

(Ref. 26). The orbital eccentricity of Venus

is the lowest in the solar system ; seasonal varia-
tions oi1 Venus should be minimal.

Figure 18-11 shows brightness temperatures

measured near inferior conjunction as a f-unc-

tion of wavelength. Emission at progressively

shorter wavelengths indicates lower tempera-
tures. Most authorities believe that the surface

of Venus is the source of the microwave radia-

tion (Ref. 27), whereas shorter wavelength

emission is derived from atmospheric levels. It

is possible, however_ that the microwave flux

may be emitted from an ionized layer in the
upper atmosphere or may be a composite of
radiation from several levels. The actual sur-

face temperature on Venus may exceed the
equivalent black-body temperatures shown in
Figure 18-11 because emissivity is not likely to
be unity. Victor and Stevens (Ref. 28) meas-
ured a reflectivity at 12.5 cm of 0.10 to 0.15 deg;
this indicates that the emissivity at that wave-
length is around 0.85 to 0.9.

Recently radar measurements indicate a
change in brightness temperature as a function

of phase angle. Drake (Ref. 29) and Mayer
et al (Ref. 30) have estimated 78° K and 146 °
K, respectively, as the temperature difference of
Venus at inferior and superior conjunctions.
If Venus has a synchronous rotation, the tem-
perature of the dark side is but 80 to 150 ° K
cooler than that of the illuminated side, assum-
ing the microwave radiation comes from the
surface of Venus. Heating of the dark side,
therefore, must be by convection and, to a lesser

extent, by conduction. This would suggest
rather severe atmospheric circulation which
should profoundly influence the physical char-

acter of the surface of Venus. Calculations by

Mintz (Ref. 31) indicate that given synchro-

nous rotation of Venus, strong winds will occur

only if the surface atmospheric pressure is

small. Mintz suggests that the source of ob-

served microwave radiation may be electrical

fields generated in sandstorms produced by the

strong winds. If, however, surface pressure is

of the order of 50 atm and the temperature is

high, the observed variations of the planet's
atmospheric heat balance with phase can be

accounted for by wind velocities across the

terminator of 0.5 mph or less.

Spectroscopic measurements indicate that the

water content of the Venus atmosphere is very

small to nil. The high CO_ abundance in the

atmosphere is further evidence that water on

the surface is probably absent. Surface water
would act as a catalyst for reaction of silicates
with CO2 to form carbonates and SiO_. The

CO_ content of the atmosphere should more

nearly resemble that of the Earth's atmosphere

if surface water exists on Venus (Ref. 3).

Further, if the surface temperature is 600 ° K,
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FIGURE 18-11.--Microwave temperatures of Venus obtained near inferior conjunction. (Length of vertical bars
indicates uncertainty. From Victor, et al.)

a total atmospheric pressure of 100 bars is re-
quired for H20 to be in the liquid field. This
pressure is within the possible range of surface
pressure estimated in various ways (Ref. 22).
Other investigators have proposed that an ocean
blankets the planet's surface; the CO2-silicate
reaction, thus, could not occur. Recent radar
data (Ref. 23) indicate a surface roughness on
a scale of centimeters comparable to that of the

Moon, and the existence of a Venusian ocean,
therefore, is improbable. Pettengill et al. (Ref.
24) report that their data indicate a dielectric
constant and conductivity in Venus similar to
those of rock materials on Earth.

The similarity of mass and density of Venus
and the Earth suggests that the two planets
have had broadly similar evolutions. By anal-
ogy with the probable density distribution of
the Earth, Venus contains a core whose radius

approximates half the radius of the planet.
This inference is supported by Urey's (Ref. 3)
calculation that Venus contains about 45 per-

cent (by weight) iron-nickel phase based on the

assumption that the mean density of the planet

(4.8 g/cc) is produced by silicates (p=3.3 g/cc)
and metal phase (p=7.2 g/co). The possible

slow rate of rotation of Venus would suggest

that the ma_letic field of Venus may be of much
lower intensity than that of the Earth, since the
self-exciting dynamo effect would not be simi-
lar to that postulated for the Earth. Con-

versely, tIoutgast (Ref. 32) suggested that the
field of Venus may exceed that of the Earth
from analysis of the decrease of the Earth's
field at inferior conjunction over a 44-year in-
terval. He interpreted the data as being caused

by deviations of solar charged particles away
from the Earth by the stronger Venusian field
at the closest approach of that planet to the
Earth.

The internal thermal regime of Venus is ob-

viously unknown, but if a surface temperature
of 600°K has existed on the planet for some

length of time, the flux of heat from the in-
terior has been affected in an important way.

MacDonald (Ref. 33) has calculated that tem-
peratures at a depth of '200 km in Venus are
about 200°C higher than at the same depth in
the Earth if Venus has a chondritic abundance

of the radioactive elements. These tempera-

tures should exceed the melting points of sili-

cates at this depth, and magmas may be
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formed to a greater degree in Venus than on the

Earth. MacDonald further suggests that if

Venus originally had an angnllar velocity equal

to that of the major planets, the existing rota-

tion rate can be accounted for by anelastic dis-

sipation of rotational energy in the zone where

silicate fusion is approached. It should be em-

phasized that these extrapolations serve only to

point out the geolo_c consequences of a com-
bination of fundamental assumptions and a few

planetary measurements whose interpretations
are most uncertain.

The existence of a thick atmosphere on Venus

suggests that initial chemical differentiation of
Venus was similar to that of the Earth. It is

likely that Venus has a core and a silicate

mantle similar to the Earth. A principal ques-

tion is whether Venus possesses a crust similar
to that on Earth.

The probability of melting in Venus suggests
that volcanism has occurred and that construc-

tive land forms have been so produced. The

complexity of a Venusian crust is probably a
function of the kinds and intensities of erosive

and depositional mechanisms operative. If

liquid water is currently absent from the sur-

face of Venus, the present relief would be a
function of the rate of wind erosion versus

rates of crustal deformation and volcanism. If

the atmospheric circulation is very great as sug-

gested above, the planetary surface will ap-

proach a vast plain overlain by a dust-filled

atmosphere.

It should be emphasized, however, that cur-

rent conditions on the suface of Venus may be

vastly different from conditions in the past.

Urey (Ref. 3) first pointed out that H_O is by

far the most cosmically abundant oxidizing

agent and that much water necessarily must

have existed on Venus in the past in order to

provide sufficient oxygen for CO... Photo-

dissociation of H_O, oxidation of carbonaceous

molecules, and escape of hydrogen were the

probable events in the depletion of Venus' water.

The more rapid depletion of water from Venus

than from the Earth may have been due to its

closer proximity to the Sun. Urey (Ref. 3)

further suggested that increasing CO_ pressure

was buffered in the presence of water by the

reaction

CO_ + Ca, Mg silicates --->carbonates+ SiO:

At room temperatures, the Gibbs flee energy

is negative at CO: pressures exceeding 10 -5 arm.

It is thus postulated that gTeat quantities of
c._rbonate rocks were formed on Venus until

insufficient water remained on the planet as a

reaction medium. At high temperatures, the

reaction is reversed, and Urey supposed that the

limestones were decomposed by plutonic activity

to restore CO_ to the atmosphere. Though spe-

cific events in this sequence are obviously some-

what obscure, it emphasizes the point that Venus

has probably evolved through a wide spectrum
of conditions.

If the illuminated side of Venus has a tem-

perature of _ound 750 ° K and surface water

pressure is negligible, surface conditions are

truly in the metamorphic realm. Surface phase

assemblages formed in the past may have been

transfonl_ed to new assemblages which are sta-

ble under the existing environment. In gen-

eral, many hydrous phases would have either

partly dehydrated or have converted to new

anhydrous phases at 750 ° K, zero water pres-

sure, and 50 atm of total pressure. For in-

stance, prominent hydrates on Earth such

brucite, kaolinite, chry_tile, gibbsite and goeth-

ite may not occur on the illuminated surface of

Venus. There is little probability, however, of

Sagan's (Ref. 22) suggestion that pools of
molten lead and other metals cover much of the

bright side.

Major Planetological Problems o/ Venus.

From the foregoing section, it is fairly ob_4ous

that we must acquire some very fundamental

facts about Venus before we can proceed with

a complicated scientific investigation. The

initial step is to develop a model for Venus as it

is today. We first need to determine the sur-

face temperature and its variations with time

and location, the atmospheric pressure and at-

mospheric composition at the surface, the rota-

tional period of the planet and its axial

orientation, wind conditions on the planet, and,

of most importance, the amount of relief on

the Venusian surface. These facts would allow

us to understand the surface as it is today and

the modifications that it undergoes under th6

existing environment.
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Furthermore, gross body parameters of
Venus must be measured so that the present

configuration and internal structure of the

planet, can be understood. Measurements of

mass, radii, and moments of inertia are needed.

Internal layering and elastic wave velocities

should be obtained by seismological observa-
tions. Measurements of the surface heat flux

are necessary for evaluation of the existing in-

ternal thermal regime of Venus. The strength

of the magnetic field of Venus, together with

knowledge of the size of the planet's core, may

further the understanding of the origin of the

Earth's magnetic field.

The chief problem on Venus, however, is the

change that has occurred on the surface during

the history of the planet. This history is prob-

ably well recorded in the stratigraphy of the

surface layers of Venus, and examination of
stratified rocks on the Venus surface should

take major emphasis. From detailed visual,

textural, and mineralogical studies of these

rocks combined with relative and absolute age

determinations, the geological history of the

planet will be able to be reconstructed. It may

be possible to ascertain when oceans existed

on the planet, the time at which existing condi-

tions started, the degree of internal melting,

erosive mechanisms of the past, and the exist-

ence of past life. These investigations must

consider the probable transformations that the

rocks have undergone in the existing surface

temperature-pressure environment and tectonic

activity. Visual reconnaissance on alarge scale

is necessary to show tbe existence of fold be]-ts

which will suggest the planet's past thermal

regime. The delineation of the geological his-

tory of Venus is especially important when it is

considered that the evolutionary course of

Venus and the Earth might be somewhat par-

allel because of similar mass and bulk compo-

sition, but that the rate of change on Earth has
been slower because of our greater distance
from the Sun.

Mars

Present State o/Knowledge. Speculations con-

cerning the bulk composition and internal
structure of Mars are tied to the best values of

the mass, radii, dynamic ellipticity (C-A)/C, or

TABLE 19-I.--Physical Data for the Body
of Mars

Ratio oI Mars' mass to

0.1069

O. 1080 _ 0.0002

0.10766 _+0.00010

Bulk density

4.24

3.95

4.04

Earth's nmss

Ref. 26

Ref. 36

Ref. 34

Ref. 36

Ref. 37, Ref. 38

This paper, using mass from

Ref. 34, radii from de Vaucou-

leurs

Ra.di_ (based on astronomical unit equal to 149, 598,

845 ±250 km)

Equatorial radius

3329 _+6 km Ref. 35, motion of surface

markings

3400 Ref. 39, yellow light.

3374 De Vaucouleurs personal com-

munication, 1962

Polar radius

3291 ±17km Ref. 35, motion of surface

markings

3355 Ref. 39, yellow light

3347 De Vaucouleurs, personal com-

munication, 1962

Mean radius

3310

3360

Ref. 35

De Vaucouleurs, personal com-

_municatlon, 1962

Ellipfivity of the solid surface

0.0108 Ref. 35

0.013 Ref. 39

0.010 De Vaucouleurs, personal com-

munication, 1962

Dynamic eUiptic_ty, (C-A)/C

0.00522 Ref. 38

0.0052 Ref. 40

the ellipticity of the gravitational equipotential

surface of a rotating body and optical elliptic-

ity (actual ellipticity of the solid body regard-
less of the internal density distribution).
Table 18-I summarizes the values from dif-

ferent sources for these important quantities.
Measurements of the orbital characteristics

of the two satellites, Phobos and Deimos, pro-
vide a value for the mass which is more ac-
curate than the value for the mass derived

from perturbations of the orbits of minor

planets. Clemence (Ref. 34) finds.the ratio
of the mass of Mars to that of the Earth-Moon

system as 0.10636-+-0.0001 and the ratio of
Mars to that of the Earth alone as 0.10766

_+0.00010.

Trumpler (Ref. 35) measured the radii in

light of different visible wavelengths and con-
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firmed Wright's (19-05) result that the diameter

appeared to be smaller in the red and infrared

than in shorter wavelengths because of the ef-

fects of the Martian atmosphere. The most

rapid change in apparent radius occurred with

wavelengths between yellow and infrared.

Trumpler gave a value of 3329 ___6 km for the

equatorial radius and 3-o91 ---17 km for the

polar radius. The mean of the polar and equa-
torial radii was 3310 --+12 kin. This value is

lower than those found by other investigators.

De Vaucouleurs (1962, personal communica-

tion) regards the best values as 3374 and 3347

km for the equatorial and polar radii and 3360
km for the mean radius. These values from

de Vaucouleurs are consistent with a polar flat-

tening of 0.010.

Runcorn (personal communication_ 196-0)

suggested that second-order convection might

produce such an excess flattening. He has

interpreted the excess flattening of both the

the Earth and Moon as arising from inequalities

in density caused by thermal convection cur-

rents in the bodies of the planets. Runcorn

calculated that a temperature difference on the

order of 300 ° C should exist between rising and

descending currents on Mars. Surface heat-
flux measurements will be able to determine if

any effect of this kind is present. Recent heat-
flux measurements for the Earth have

delineated anomalies which commonly are in-

terpreted as being caused by convection in the
mantle. Runcorn has calculated that the tem-

perature differences on Earth between rising

and descending currents should be on the order

of 1 deg.

Woollard's (Ref. 44) data on the satellite
orbits also provide a value of (C-A)/_Ia _ as

well as a value for C_ the moment of inertia

about the polar axis_ if hydrostatic equilibrium

is assumed (Ref. 40). _[any speculative

models for internal structure are possibl% and

MacDonald (Ref. 40) has completed several

by varying assumed values for surface density

and core radius sympathetically for given

values of the flattening to provide a close fit of

the mass and moment of inertia data. Hydro-

static equilibrium and the absence of phase

transitions are assumed. MacDonald con-

cludes on the basis of the calculations that Mars

is quite likely a nearly homogeneous body, and

that the "surface density" is 3.8 to 4.0 g/cc if the

mean radius is as small as Trumpler's values
indicate--less than 3315 km. If the mean

radius is as high as 3345 km and the "surface

density" is high_ an iron core could be present.
Several other models for the interior of Mars

exist but suffer from the same inadequacies in

• the data as do MacDonald's. Those by Jeffreys

and Bullen are discussed by de Vaucouleurs

(Ref. 41).

Trumpler (Ref. 35) gave 0.0108=1/93 for

the flattening of the solid rotating surface of
Mars from his own measurements. He aver-

aged direct measurements of the diameters and

measurements of movements of surf_e mark-

ings to arrive at the result. De Vaucouleurs

(Ref. 41) averaged results by many workers to

get 0.013= 1/77. This optical (actual ellipticity

is twice as great as the dynamic ellipticity

which is determined from perturbations in the

orbits of the satellites. Woollard (Ref. 4-0)

studied the motion of Deimos_ and Brouwer

and Clemence (Ref. 34) gave 0.005209= 1/19-0.0

for the dynamic ellipticity from _Voollard's
data.

Both the Earth and the Moon also have ac-

tual ellipticities of the solid surface which are

greater than their dynamic ellipticities. The

bulge of the Moon toward and away from the

Earth is a somewhat different problem because
the Moon is not in free rotation and some doubt

exists concerning even the existence of the

bulge. The Moon's equatorial ellipticity is

much larger than would be expected if it were

a rotating fluid (Ref. 43). The excess flatten-

ing of the Earth has been interpreted as a relic

elliptlcity from a time when it rotated more

rapidly (Ref. 44). This interpretation in-

volves slowing of rotation by tidal friction and

a finite strength for the body of the Earth.

Most interpretations concerning the equatorial

flattening of the Moon require considerable

long-term strength for the body.

The excess ellipticity of Mars has been inter-

preted by Lamar (Ref. 45) as a consistent in-

crease in the thickness of a Martian crust from

the poles to the equator with a phase change

defining the base of the crust. This is an artifi-

cial hypothesis requiring further explanation
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for the symmetrical crustal thinning toward
the poles.

The large number of variables and the prob-
able presence of silicate phase transitions makes
any specific simplified model meaningless. All
that has been shown is that we must have accu-

rate values for the figure of Mars and seismic
indication of internal structure before definite
conclusions can be reached.

The ratio of the dynamic flattening E to the
ratio ¢ of the gravitational and centrifugal
forces at the equator (Clairaut's constant) can
be used as an indicator of internal inhomogene-
ity. A planet of uniform density gives E/q,=
1.25. The ratio for the Earth, which has a

metallic core equal to 55 percent, of its radius
and probably one or more phase transitions in
the mantle, is 0.974. Depending upon values
taken for the radii, the ratio for Mars is 1.13 to

1.21, indicating some vertical density increase
slightly above that which would be expected
from simple compression. Urey (Ref. 46) has
calculated 1.29 for the compressed Cla[raut's
constant without phase transitions. The pres-
ence of a phase transition (e.g., olivine struc-
ture-_spinel structure or orthopyroxene-->cor-
undum structure) is independent of chemical
differentiation of a planet and possibly accounts

for the entire observed depression of the Clair-
aut's constant.

The average bulk density again depends upon
values for the radii. Recent computations vary
with a range of 0.3 g/cc and are given in Table
18-I. These lead to a value for uncompressed
density of about 3.7 to 3.9, assuming a silicate
phase transition. Central pressure in Mars is
well in excess of the 1 to 1.5 x 10 _ bars needed

to produce major phase transitions at Eai_h
temperature gradients. Such a bulk density

corresponds to a peridotite body with 10 to 15
percent free metallic phases. In comparison,
the core of the Earth is 31.5 percent of its mass,
while the Moon may have only a negligible
amount of free metal.

If Mars and/or the Moon have differentiated

sufficiently to form a crust, comparison of
crustal rocks and crustal dimensions with the

Earth will be of great interest. At present,
we know neither the near-surface rock types
nor the depth of a hypothetical crust for either
Mars or the Moon.

MacDonald (Ref. 40) computed some simpli-
fied thermal models for Mars. He concluded

that if the radioactivity is equivalent to that
of chondritic meteorites, the melting point of
iron should be reached at some shallow depth,
the specific depth depending upon the distri-
bution of the radioactive elements. The im-

plication is that the liquid iron should have
formed a core equal to 10 to 15 per cent of the
mass of the planet. A core of that size is too
large to fit his preferred model of density dis-
tribution, assuming Trumpler's value for the
radius. MacDonald concluded, therefore, that

Mars does not have a radioactive content equal
to chondritic meteorites.

It is evident just on the basis of comparative
bulk densities that Mars, the Earth, the Moon,

and Mercury all have different bulk composi-
tions. Adequate thermal models have not been
'calculated for any one of the bodies, basic'flly

because we know the Earth is too complicated
for a simple model and Mars and the Moon do
not fit the original "average chondrite" assump-
tion. Experiments aimed directly at delineat-
ing the differences in bulk composition, internal
structure, and present thermal state will be of
most scientific value.

Experiments of primary importance with re-
gard to the internal structure of Mars are to
obtain accurate values of the radii and seismic
evidence.

Topographic features on Mars can be inferred
from irregularities in the distribution and
breakup of the polar ice caps and the color tone
variations which move across the surface in the

dark areas. Plateaus and valleys must be pres-
en't, but. these and other features are assumed
to have relief less than 6000 to 7000 ft because

they cast no shadows that are visible from
Earth. A localized remnant of the win:ter south

polar cap persists into the spring; the area is

inferred to be a plateau about 3000 ft high on
the basis of vertical atmospheric temperature
calculations. Localizations of the spreading of
dark fringes from the polar caps toward the
equator during spring are persistent through
the years and are interpreted as water-bearing
valleys. The canals on the surface also become

darker in the spring and are inferred to be

valleys carrying either groundwater or thin
surface condensations of water from the evapo-
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FmVRE 18-12.--Map of Mars based on observations by Dr. G. de Vaucouleurs with the 24-inch refractor of
Lowell Observatory, Flagstaff, Arizona, in October and November 1958. (Aitoff equal area projection--

Central Meridian 180°--South at top. Season: end of Winter of Northern Hemisphere. Courtesy of G.
. deVaucouleurs. )

FIGURE 18-13.--Map of Mars based on observations by Dr. G. de Vaucouleurs with the 24-inch refractor of

Lowell Observatory, Flagstaff, Arizona, ill October and November 1958. (Aitoff equal area projection--
Central Meridian 0°,--South at top. Season: end of Winter of Northern Hemisphere. Courtesy of G.
deVaucouleurs. )
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rating polar caps. The water should not be

liquid at the temperatures and pressure prevail-

ing, and description of the actual mode of trans-

port of water is a problem.
Horizontal telescopic resolution with photog-

raphy is about 150 km at the closest oppositions.
Visual telescopic resolution is about 80 kin.

Sharp surface topography such as stratovol-

canoes, mountain chains, steep valleys, large im-

pact craters, etc., should be visible and probably
do not exist to the extent that such features are

present on the Earth or Moon. However, neg-

ative topographic features such as impact cra-

ters or graben may have become filled with dust

from the frequent dust storms of planetary di-

mensions. The canals may be lowlands which

could be analogous to large graben or trenches

on Earth. The existence of large-scale topog-

raphy which might be analogous to ocean basins

and continents on Earth, or maria and high-

lands on the Moon, is as yet unproven. Pho-

tographic data on the Martian topography

should be the primary aim of our first.

experiments.
About three-fourths of the surface of Mars is

covered by so-called "bright areas," which are

orange-colored and have been interpreted as

deserts. The composition of these is inferred

from polarization studies and IR reflectivity.

De Vaucouleurs points out that siliceous vol-

canic rocks fit the IR studies well, and powdered

"limonite" (hydrated iron oxides) fits the polar-
ization curve quite well. It is possible that the

bright areas are composed of slicates because

of the strong absorption in the thermal flux in
the 8 to 10 _ region, and that considerable oxi-

dized iron exists, perhaps as grain coatings,

perhaps as a desert-varnish type of encrusta-
tion.

The remaining one-fourth of the surface is

"dark area." These areas have generally well-

known configurations, but their color tones

change seasonally. The changes have been in-

terpreted as moving fronts of vegetation,

groundwater, or both. Parts of dark areas

which are covered by dust storms have some

regenerative power and reappear in a matter
of weeks or months.

Figures 18-12 and 18-13 are maps drawn by
de Vaucouleurs of Mars showing the typical

distribution of features and shadings. Figure

...........................................................................
SHOWING OPPOSITE HEMISPHERES

-ffEPTEMBER-/i ORANGE _EPTEMBER il BLUE

FIGURE 18-14.--Photographs of Mars in different col-

ored light, in different months, during the opposition

of 1956. (Wilson and Palomar Observatories photo-

graphs. )

18-14 shows photographic images of Mars in

red, orange, and blue light in different months.
The atmospheric haze in September has ob-

scured much of the detail visible in August.

Little but the polar cap shows in blue light.

This "blue haze" is not fully understood.

The Martian climatic variation is analogous

to that of high deserts on the Earth. Surface

temperature variations are approximately from

200 to 300 ° K. Diurnal variations may be about
80 ° K. Wind and dust storms are common.

Because atmospheric pressure is about 80 mb

and the mean temperature for the entire illmni-

nated disk is about -40 ° C, liquid water must

exist only rarely on the surface, if at all. The

polar caps must sublime rather than melt.

(Ref. 41).
Mercury

Mercury never rises more than 98 deg above

our horizon because of its proximity to the Sun.

Observations of Mercury from Earth, there-

fore, have been hindered by the great thickness

of the Earth's atmosphere at this declination.

Visual and photographic observations, how-

ever, are sufficient to show definite broad surface

features of contrasting brightness on Mercury.

These features generally resemble lunar maria

and continents. Figqlre 18-15 is a series of

drawings of Mercury made from visual obser-
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FI_U_ 18-15.--Drawings of Mercury. (Observations with a 60-cm refractor on October 6, 12, and 19, 1950.

Each drawing based on 3-6 observations made by Dollfus on neighboring dates (Dollfus, 1953).)

rations of the planet in 1950 (Ref. 49). The

resolution in these drawings is about 300 km

for two points of considerable contrast. Figure

18-16 is a planisphere of Mercury (Ref. 49)

which summarizes ten composite photographs.
The photometric and polarimetric properties

and the albedo of Mercury are similar to those
of the Moon. Shadow studies indicate that

the relief on Mercury is about the same as on
the Moon.

Mercury's rotation period is synchronous

with its orbital period so that one side of Mer-

FmURE 18--16.--Planisphere of Mercury by A. Dollfus

summarizing the spots observed on 10 composite

photographs obtained in 1942 and 1944 (Dollfus,

1953).

cury is eternally illuminated. Because of a

large libration in longitude, only 30 percent of

the planet's surface is in darkness. No atmos-

phere has been detected on Mercury. The tem-

perature at the subsolar point is about 685°K,

whereas the back side should be exceedingly

cold. If an atmosphere ever existed on Mer-

cury, most constituents should have condensed

in the cold trap on Mercury's dark side.

Body measurements of Mercury are most un-
certain. Measurements of the diameter are

varied, and resolution is insufficient to deter-

mine the oblateness of the body. In theory, a

large tidal bulge toward the Sun should exist.

Estimates of the mean density of Mercury

range from 3.8 to 6.1. These densities indicate,

however, that Mercury must have a different

bulk composition from the Moon, a body of

similar apparent volume but much lower den-

sity. Assuming Mercury to be composed of

silicates and a metal phase, the percent metal

phase corresponding with the range of mean

densities is o_4 to 84. The apparent high den-

sity of Mercury has been a strong factor in
theories of condensation and accumulation

processes during formation of the solar system.

SOME CURRENT NEEDS IN PLANETOLOGY

RESEARCH

It is apparent from this brief review of our

understanding of the Moon and terrestrial

planets that many lines of Earth-based research

will improve our meager knowledge of these

bodies. No attempt has been made, however,
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to summarize current research efforts and

planned spacecraft experiments; rather, several
lines of Earth-based research will be suggested

which could be scientifically profitable.
1. Color photography of the Moon and a

quantitative study of the color contrasts on the
Moon using new films sensitive to a narrow

band of wavelengths.

2. Spectrophotometric mapping of the Moon.
3. Laboratory investigations of petrological

reactions under vacuum conditions and under

the physical conditions found on the terrestrial

planets.
4. Acoustic velocity measurements combined

with petrological examinations of the samples

being measured.
5. A study of the effects that X-rays, solar

corpuscular radiation, cosmic ray bombard-
ment_ and ultraviolet radiation have on com-
mon silicate minerals.

6. Investigations into the possibility and

techniques of extracting the life-supporting

elements, hydrogen, oxygen, phosphorus, etc.,
from common igneous rocks.

7. A study of the ability to recognize and

distinguish major structural and geologic fea-

tures from photographs of poor resolution.

OF MOON AND PLANETS

8. Further theoretical investigations into pre-

dicting the amount of seismicity on the Moon

and terrestrial planets, with particular em-

phasis on the ability to predict and agree with

the observed seismicity for the Earth.

9. Investigations into the origin and nature

of magnetic fields in the terrestrial planets.

10. Development of remote methods of tex-
tural, mineralogical, chemical and isotopic

analysis, including analysis for different oxida-

tion states of iron, titanium, and manganese.

11. Study of methods for measurement of

surface features through thick planetary atmos-

pheres (e.g., use of far-infrared photometry or

photography).

19. Studies of polarization from terrestrial

surfaces for purposes of correlation with lunar

and planetary data.

13. Measurements of physical properties

(thermal and electrical conductivity, specific

heat, etc.) of granulated silicates as a function

of temperature, atmospheric pressure, packing

and grain size.

14. Theoretical, experimental, and model

studies on mechanics of high-velocity impact.
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Introduction

By Clarence R. Gates

CELESTIAL MECHANICS: HISTORICAL

BACKGROUND

For two thousand years the central problem

of science was to explain and predict the motion

of the planets. The solution to this problem,

when it came, came swiftly; we are all familiar

with the celebrated work of Brahe, Kepler, and

Newton. Even so, the first steps were con-

servative. For example, Copernicus, who pub-

lished his De Revolutionibus in 1543, held that

the motion of the planets was circular, and

he added epicycles in order to explain the devia-
tions. Brahe, on the other hand, who made
his celebrated observations between 1575 and

1595, rejected Copernicus and held that the

earth was stationary, while Kepler, who pub-

lished his well-known Laws in 1609, used mag-

netism to help explain the motion of the planets

in elliptical paths. Galileo, who in 1610 an-
nounced the results of his observations of the

Moons of Jupiter and the phases of Venus,

overwhelmingly confirmed the Copernican

hypothesis that the planets do in fact move

about the Sun, although a few of Galileo's more

fanatical opponents refused to look through the

new instrument, asserting that if God had
meant man to use such a contrivance in ac-

quiring knowledge, He would have endowed

man with telescopic eyes.

With the publication of Newton's Principia
in 1685, an incredible achievement, the final

member of the structure was beautifully fitted

into place. It is interesting, here, to note that

Newton's contemporaries were on the rigl_t

path. For example, Robert Hooke in 1674
wrote as follows:

• . . I shall explain a system . . . answering in all
things to the common rules of mechanical motions.
• . . First, that all celestial bodies whatsoever have
an attraction or gravitating power toward their own

centers whereby they attract not only their own parts
• . . but that they do also attract ail the other celestial
bodies .... Second, that all bodies whatsoever that
are put into a direct and simple motion will so con-
tinue to move forward in a straight line until they
are by some other effectual powers deflected ....
Third, that these attractive powers are so much the
more powerful in operating by how much nearer the
body wrought upon is to their own centers ....

In the next century, Euler, Lagrange, La-

place, and others provided a mathematical
framework which is the foundation of modern

Celestial Mechanics.

As late as the early Nineteenth Century a

man of the towering stature of Gauss could

find Celestial Mechanics a challen_ng field in

which to work, but by this time the structure

seemed complete; subsequently, the main

stream of science and teclmolog)- moved else-

where. For those who remained to carry on

tile work of the past masters, the principal

problems appeared to be in numerical analysis.

CELESTIAL MECHANICS AND SPACE

EXPLORATION

In recent times the space program has in-
tensified interest in Celestial Mechanics. In

addition, a new field of technology, concerned

with the flight path of spacecraft, has evolved.

This field has variously been called astrody-

namics, systems analysis, space dynamics, etc. ;

I shall call it Space Flight Mechanics.

Space Flight Mechanics encompasses Celes-

tial Mechanics, since the motion of the planets

must be known for the flight of a spacecraft,

and since the spacecraft is acted upon by the

same forces as the planets. It also encompass-

es geodesy, since many of our spacecraft are

earth satellites, and all of our spacecraft are
launched and tracked from the earth. The

guidance of a spacecraft is also included in this
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field since, for many spacecraft, the flight path
may be altered in flight by rocket mot_)rs placed
in the spacecraft. Since Space Flight Me-
chanics requires high-speed digital computers,
numerical analysis is also included.

The development of Space Flight Mechanics

has been possible only through the concurrent
development of modern high-speed digital com-
puters. At the same time 'Celestial Mechanics,

which is intimately linked with numerical
analysis, is being markedly affected by digital
computers; many problems are better solved by
new formulations especially adapted to the com-
puter, rather than by the machine usage of
older methods. Thus, Celestial Mechanics and

Space Flight Mechanics are developing simul-
taneously.

Some fusion of these fields is occurring.
Space flight permits new knowledge to be ob-
tained. For example, satellites of the earth,
moon, or planed enable one to/_nd the mass

distribution of those bodies; and spacecraft fly-
ing to the moon or the planets can yield more
exact information about their motions. Such

knowledge is of importance in the cosmology of

of the solar system.
Space Flight Mechanics is expanding rap-

idly, and qualified people are difficult to find.

Most of the research and development organi-
zations active in this field have found it neces-

sary to train their own people. An ideal edu-

cational background would embrace dements

of engineering, physics, applied mathematics,

and astronomy : in engineering, control systems

analysis, especially in the presence of noise, and

optimization theory; in physics, classical me-

chanics; in applied mathematics, a solid back-

ground including numerical analysis, linear al-
gebra, calculus of variations, and mathematical

statistics; and in astronomy, Celestial Me-
chanics.
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INTRODUCTION

Every major aspect of the current space ex-

ploration program requires continual recourse

to the digital computer as a tool for analysis,

design, and flight operation. Sometimes this

application is direct, as in an orbit determina-

tion program for an interplanetary mission.

In other cases it is indirect, as in furnishing a

position-velocity ephemeris of the target planet

for such a mission, or for radar observations of

the planet.

Application of computer techniques to such

problems in celestial mechanics necessarily

stimulates new researches in numerical analysis.

These activities are explored in this paper by

examining four major and related problems

with which the computer center at the Jet

Propulsion Laboratory is concerned. Time

limitations preclude comprehensive reports,

and detailed problem statements and presenta-
tion of results are sacrificed in order to isolate

the more interesting and important topics cur-

rently being studied.

The first problem considered is that of ac-

curate calculation of trajectories by special per-
turbation methods. It is best discussed from a

broader point of view: as an application to ce-

lestial mechanics of one of the basic processes

of numerical analysis, the numerical solution of
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systems of ordinary differential equations.

This topic has been studied intensively over the

last decade by many mathematicians, and our

contributions are only a small part of the sig-

nificant advances made recently.
The other three illustrations are restricted

more specifically to celestial mechanics. The

first two of these concern the problems of gen-

erating position-velocity ephemerides of the

planets and of the Moon, and of improving the

accuracy of these ephemerides using radar ob-
servations. These problems make use of high-

accuracy special perturbation trajectory calcu-
lations as discussed in the first example.

The final illustration involves using the com-

puter to aid the development of general pertur-

bation solutions to the motion of planets, moons,

and artificial satellites. This technique is still

in its infancy, although some interesting results

have already been obtained.

TRAJECTORY CALCULATION BY SPECIAL

PERTURBATION METHODS

The principal problem in celestial mechanics
is to determine the motion of a set of bodies in

force field which is essentially gravitational.

Classically this problem has referred to the mo-
tion of natural bodies--planets around the Sun,

moons around their primaries, and comets.
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Modern space technology has added artificial

satellites and lunar and interplanetary space-

craft. The general principles are the same, but

there are differences significant to computa-

tion-for example, the necessity of including

nongravitational accelerations such as atmos-

pheric drag, solar radiation pressure, and
thrust.

The computational problem begins after the
force field has been specified and the problem

reduced to the form of a system of differential

equations whose solution represents the motion.
There are two attacks. One is to develo I) an

analytic representation of the solution, custom-

nrily in the form of expansions in trigonometric
series with time-dependent arguments. Such

methods are called general perturbation meth-

ods; they have been used to represent the

motion of planets, moons, and artificial satel-
lites. The role of the computer in such methods

is discussed in the last example.

The other approach consists of a step-by-step

numerical integration of the system of differ-

ential equations. Thus, the solution is repre-

sented by a tabulation of positions and velocities

vs time--that is, by an ephemeris. Methods

of this sort are called special perturbation

methods, and they are the only ones which have

been used for the accurate calculation of trajec-

tories of comets and of lunar or planetary

spacecraft.
It is necessary first to define a few terms.

The special perturbation method refers to the

particular system of equations used to define
the motion. Thus in Cowell's method this

system is merely the equations of motion them-

selves; in Encke's method it is for departures
from a reference motion; while in Herrick's

method it is for the osculating elements of the

trajectory. The process by which the ephemeris

is computed from the differential equations
and the initial values is called the numeri-

cal integration method. Two kinds of numeri-

cal integration methods have been widely used :

Runge-Kutta one-step methods, and finite dif-

ference multistep methods. Runge-Kutta

methods are flexible and rather inefficient. The

finite difference methods, which in turn are

are the ones used in practice despite certain dis-

agreeable features. Finally, the difference

between the "true" solution of the system of dif-

ferential equations and the computed ephemeris

is called the computational error. Note that

this error does not include the effects of ap-

proximations or errors in the force field model.

All of the important problems concerning

special perturbation methods are connected

with either (1) a priori comparison between

various methods and selection of particular

methods for programming on the basis of accu-

racy vs. computing time required to solve a

given class of problems, or (2) a posteriori

anal)sis of the completed program in order to
estimate error accumulation as a function of

problem and program parameters.

Clearly a well-developed theory of the ac-

cumulation of computational error is essential

to the solution of these problems. Let us ex-

amine the present state of this theory.

Theoretical investigation and experimenta-
tion indicate that error accumulation is deter-

mined by three factors--the problem itself,

numerical stability, and magnitude of the local
roundoff and discretization errors necessarily

introduced at each step. A single local error

gives rise to a disturbance which is propagated

according to the character of the _differential

equations. In trajectory calculation by Co-

well's method, the major effect is a secular

displacement in time along the orbit, corre-

sponding to a perturbation in the mean motion.

Thus a disturbance increases approximately

linearly with time, while other characteristics

of the orbit such as the orbital plane and the

v_ viva are well preserved.

Local roundoff errors depend only on the

mechanization ; to decrease these, one must get a

bigger computer or use extended-precision
arithmetic. Local discretization errors on the

other hand depend on the problem, the numeri-

cal integration method, and the integration step
size h. In Cowell's or Encke's method each of

the integration techniques used in practice in-

troduces local errors which are asymptotically

of the form C_t¢*_x(P+=_(t), where Cv is a coef-

ficient dependent on the method, p is a positive

particular members of a larger class called integer called the order of the method, and x(t)

linear multistep methods, are very efficient and is the solution vector of the differential system.
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The problem of numerical instability occurs

in the linear multistep methods. A method is

unstable if it permits exponential growth of a

disturbance ; such growth cannot be tolerated in

trajectory calculations. An asymptotic theory

of numerical stability has been developed re-

cently by a number of workers. In particular,

G. Dahlquist has obtained an important nega-

tive result: if the order p exceeds the number

of steps k in the multistep formula by more

than one, the method is unstable.

Some impol_tant topics for further research
can now be called out.

1. A major question is whether or not the

error propagation character is affected by the

numerical integration method and its param-

eters. It does not seem to be, so long as one
uses stable methods with suitable mechaniza-

tions, in particular tile device of carrying

enough guard figures so that local roundoff
errors are restricted to those made in the cal-

culation of the accelerations. If this restric-

tion is violated then roundoff errors accumulate

like n_/2, where n is the number of steps.

2. The theory of numerical stability is only

an asymptotic one as the integration step h

approaches zero. All linear multisteps with

order greater than one become unstable for suf-

ficiently large step size. Experience shows

that the maximum step for stability, while

problem-dependent, decreases as the other in-

creases. While some people have attacked this

problem recently, we still find it necessary to

rely on numerical experimentation to determine

the point of crossover into instability, and con-

tinued theoretical study is important.

3. Finite difference methods are of the high-

est order permissible for stability. However,

there are certainly asymptotically stable
methods of the same order for which the coeffi-

cient Up is appreciably smaller. Thus, many

people have proposed methods apparently more

efficient for trajectory calculation than the finite

difference methods. However,. there is evi-

dence of a tradeoff between decreasing C_, and

increasing the danger of crossover into in-

stability. Particular cases have been studied

intensively with significant results, and it is

highly desirable to generalize and extend these

results to a general theory.

4. Bounds on the accumulation of computa-

tional error have been obtained by a number of

people, but these estimates cannot be evaluated

for any trajectory problem of actual interest.

I personally feel that realistic estimates can

only be obtained by well-desigued programs of

numerical experimentation, using such tech-
niques as extrapolation to zero step size and

comparison between solutions obtained by
methods of different character. There are

many questions here still open.

5. Many subsidiary techniques are required

in addition to the numerical integration method

itself, such as starting methods, methods for

changing step size, techniques for estimating
local discretization error, and methods for in-

terpolating in the computed ephemeris. Not

only is it possible to develop better techniques,

but common ones have not been fully investi-

gated, particularly with respect to the addi-

tional errors they introduce.

6. Finally, let us go back to the special per-
turbation methods themselves. Encke's or

Herrick's method, or any other method using

a reference motion, involves solving differen-

tial equations for quantities which are smaller

or vary more slowly than the positions as com-

puted from Cowell's method. Thus the former

methods permit a larger step size and in some
cases avoidance of extraprecision arithmetic.

The savings in computer time, however, is partly

offset by the additional high-precision calcula-
tion of the reference motion required. In our

experience Encke's method is appreciably faster
than Cowell's for accuracies of about 7 figures,

but may not be faster at all if accuracies of 12 or

13 figures are required. Methods based on more

complicated reference motions, such as the vari-

centric method or one based upon the analytic

solution of the Euler two-fixed-cente_,s prob-

lem, do not appear to compete. A comprehen-

sive study of the efficiency of various methods

has not yet been made.

PLANETARY AND LUNAR POSITION-VELOCITY
EPHEMERIDES

We have spent considerable time on special

perturbation trajectory calculation because of
its central role in celestial mechanics. Let us

now rather quickly examine three other exam-
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ples. The first concerns combining general and

special perturbation methods in a rather inter-

esting way.

Space exploration problems often require

ephemerides of planetary and lunar positions
and velocities of highest possible accuracy.

Position data are available from classical gen-

eral perturbation developments in which the

constants of inegration or "mean elements"

have been fixed by comparison with optical ob-

servations-for example, the Improved Brown

Lunar Theory; Newcomb's theories of Mercury,

Venus, and the Earth-Moon system; and the

Hansen theory of Mars as developed by G.

Clemence. The theories of the inner planets fit

observations to about 10 `6 AU, or a few hun-

dred kilometers. However, in no case is the

theory strictly consistent with the gravitational

model. First, there is the unavoidable trunca-
tion of the series expansions. In addition, there

were occasional manipulation errors made in

deriving the coefficients in the expansions, in-

sertion of empirical terms to adjust these errors

and to compensate for phenomena unknown at

the time of the theory's development (e.g., the

relativistic excess motion of the perihelion of

Mercury, and the irregular rotation rate of the

Earth), and finally, considerable roundoff error

in the published evaluations of the theories.

While these deficiencies are not too serious

so far as position data are concerned, they dis-

tort velocity predictions obtained directly,

either by numerical differentiation of the tabu-

lations or by analytic differentiation of the ex-

pansions. I estimate that velocity data so

derived are significant to fewer than five figures.

Special perturbation methods as discussed

above yield high-accuracy position and velocity

data, which are much more nearly consistent

with the gravitational model over a restricted

interval of integration. But here it is necessary

to provide highly accurate initial position and

velocity in order to start the integration. We

choose these initial values so that the positions

computed from the numerical integration are

the best least squares fit to the classical posi-

tion predictions over the arc of integration.

Thus, we fit "observations" which in turn are
best fits to actual observations.

This technique was used to fit the Newcomb

Venus and Earth-Moon theories over a 10-year

arc, from July of 1960 to July of 1970. The
maximum residuals in the sense Newcomb

minus Integration were only a few units in

10-' AU, well within the stated accuracies of

the Newcomb theories. These position-velocity

ephemerides made possible the 1961 and 1962
JPL radar observations of Venus and have been

used in the de_ign and orbit determination of

the present Mariner 2 project.
We are now in the process of applying this

technique to all the planets and the _[oon. Our

main tool, currently nearing completion, is a

computer program using a Cowell finite dif-

ference integration with extended precision and

a special self-starting technique and containing

the mechanics of least-squares orbit determi-

nation. We estimate that 10 significant figures

will be maintained in the trajectory calcula-

tion over 40 orbits of a planet.

There are still many computational and re-

search problems to be solved: new evaluations

of the classical general perturbation theories

to higher accuracy, development of techniques

for splining consecutive fits to lunar ephemer-

ides, writing out a relativistic system of dif-
ferentia] equations for the motion of Mercury,

and investigations into how well the numerical

integration ephemeris reflects the stated mean
elements of the source theory.

CORRECTIONS TO THE AU AND THE MEAN

ELEMENTS OF VENUS AND EARTH-MOON

FROM RADAR OBSERVATIONS OF VENUS

Let us turn to another related problem. The

position-velocity ephemerides as described

above do not, of course, predict the actual mo-

tion of the planet any better than the classical

source theory; their important virtue is con-

sistency with the gravitational model. "Real im-

provement requires correction of the mean ele-

ments-that is, fitting the theory to observa-

tions. The periodicities of the inner planets are

by now well established from optical observa-

tions which range over a number of centuries,

but there is still considerable uncertainty in

other elements.

In 1961, the Goldstone facility of JPL was

successful in making doppler and range obser-
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vations of Venus over a period of about 60 days

centered around the conjunction of Venus, and

is repeating this experiment at present. Other

radar telescopes, notably the MIT instrument

at Millstone, were also successful in taking

range data. The major aim of the experiment,

that of establishing a corrected value of the

AU in kilometers (i.e., the mean Earth-Sun

distance), has already been accomplished.

However, individual determinations of the

AU, each one made from a single day's range

data encompassing perhaps four hours of ob-

servation per day, show an increase in the value

of the AU vs time over the range of the experi-

ment. The M-IT data yield the same effect, as

do our doppler data in a still more obvious way.

Since the value of the AU, by definition, does

not change, the culprit would seem to be errors

in the Venus and Earth-Moon ephemerides. In

fact, this trend was reduced by about one-half

by application of the corrections deduced by
R. Duncombe to the mean elements of Venus

and the Earth-Moon from optical data since
the time of Newcomb.

We are now in the process of attempting to
derive further corrections to these mean ele-

ments by combining the optical with the new

radar data. While the procedure is reasonably

straightforward, it may be interesting to sketch

it briefly. Parameters considered only over

long arcs (such as corrections to the star cata-

lo_le, secular variations in the mean elements,

and periodicities) are eliminated by substitu-
tion of Duncombe's corrected values of these

quantities into his normal equations. The vari-

ance in the optical observations is estimated

from Duncombe's reduced equations of con-
dition. Duncombe used a tabulation of the

Newcomb theories, and our numerical integra-
tion fits to these as described above are used to

calculate range and doppler residuals. Daily
blocks of radar observations are reduced to

yield a mean epoch, a mean observation referred

to that epoch, and a weight equal to the recipro-
cal of the estimated variance in the observations.

The mean radar observations are reduced to

form weighted normal equations and combined

with the weighted Duncombe normals. These

final normal equations are solved using well-

known methods of regression analysis to obtain

(1) new corrections, (2) significance levels of

these corrections, and (3) estimates of the rms
residuals of observations from the corrected

theory for each block of data.

The principal problem remaining is one in
celestial mechanics. The value of the AU as

determined by the radar data differs from the

best value determined by classical techniques

by considerably more than the probable error

in either. This discrepancy must be explained.

COMPUTER TECHNIQUES IN GENERAL
PERTURBATION THEORIES

It is obvious that the classical planetary

theories are no longer adequate for reducing

the extremely accurate radar observations.

One cannot turn completely to special perturba-

tion methods because of the long arcs required

to cover the historical data, and it is now de-

sirable to develop new general perturbation

planetary theories of much greater accuracy.

Of equal importance, the orbits of artifical sat-

ellites can in many eases be described more effi-

ciently by general perturbation solutions. We

are relatively late-comers to this field, but are

now facing problems of describing the motion

of artificial satellites about the Moon, Venus, or

Mars, as well as making radar range and dop-

pler observations of Earth satellites.

The bulk of the labor here consists of alge-

braic manipulation of long double-argument

Fourier series. It is extremely desirable to

short-cut this as much as possible by mech-

anizing the manipulations. This requires logi-

cal and algebraical operations as well as nu-

merical operations, and it is necessary to con-

sider the computer more generally as an infor-

mation-processing device.

Consider the case of the fllree-body problem

of Sun, disturbed planet, and disturbing planet;

other problems such as the motion of a satellite

around an oblate primary, are similar. The

disturbing function depends on the reciprocal

of the distance between the two planets. The

square of this difference can be expressed rather

simply as the sum of 13 terms, each a trigono-

metric term containing the eccentric anomalies

of the two planets in their arguments, numeri-

cal coefficients being derived from values as-

signed to eccentricities, semimajor axes, and
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mutual inclination of the planets. Thus, the

first problem is to develop the square root of the

inverse of this quantity in a double-harmonic

Fourier series. Subsequent operations require

adding and multiplying such expansions, sub-

stituting one expansion into another, and dif-

ferentiating and integrating the expansions.

We have made a good start on these prob-

lems in an effort to develop a computer pro-

gram for generating Han_n theories of the

planets. We are now turning to the generation

of artificial satellite theories by the same tech-

niques. Here, there is no difficulty in finding

research topics---they proliferate!

CLOSING REMARKS

The four problems discussed above illustrate
the kind of effort we are involved in. The ac-

tivities of our computing center are varied and

include research in numerical analysis, problem

analysis support of engineers and scientists,

SPACE FLIGHT ANALYSIS

professional programming support, and design

.and implementation of data processing systems.

These activities genel ate many other interesting
research studies--as examples, people at our

center are currently carrying on extensive ex-

ploratory work ]n approximation theory and

have done original work in such fields as spec-

tral analysis, numerical solutions of partial dif-
ferential equations, numerical solution of two-

point boundary value problems, and matrix
eigenvalue calculations.

Itowever, it. is the interaction bet_veen the two

disciplines of celestial mechanics and numerical

analysis which has primarily concerned us here.

Celestial mechanics, in the era from Galileo to

Poincare, fathered much of modern mathemat-
ics. Cross-fertilization between the two dis-

ciplines has already yielded significant progress

in each. There is no question ttmt there are still

many important, interesting, opportunity-filled

topics for further research along these lines.
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SUMMARY

Energy-dissipating surface forces on a close earth

satellite give rise to a spectrum of orbital variations

which is continuous and irregular, confined mainly to

the mean anomaly, and predominant at the tow fre-

quency end (i.e., one cycle per several days). Con-

servation body forces on a close _,_atellite give rise to

a discrete spectrum of variations rich at the high

frequency end (i.e., one or more cycIes per day).

Analysis of surface force effects had produced upper-

atmospheric models closely correlated in temperature

variation with fluctuations in solar ultra-violet and

corpuscular radiation. Further progre_u is dependent

on solution of the problems of response of the atmos-

phere to solar flux and of the interaction of a satellite

with its immediate environment.

Analysis of gravitational effects on close satellite

orbits has produced improved determinations of north-

south variations of the earth's gravitational field down

to a 20 ° half-wave-length, and of east-west variations

down to about a 50 ° half-wave-length. Further prog-

ress is dependent on better observed orbits of perigee

height above 800 Kin, and on improved statistical

techniques.

INTRODUCTION

This review discusses the use of discrepancies

between observation and theory as to the posi-
tions and velocities of close artificial sate]lites

to determine geophysica] properties. Such
orbital variations are not only causes of

"(O-C)'s" in satellite tracking; besides instru-

mental error, perceptible and informative cauls
have been the attitude of the satellite and the

effects of tim medium through which the signal

propagates. Orbital variations, are, however,

the largest cause of resi_luals, and a snfflcient]y
rich source of information to more than fill a
brief review. This review will also be limited

mainly to analysis of variations in the

exosphere, i.e., above an altitude of 500 Km.

The problem areas connected with satellite

orbit analysis can be roughly defined as : (1) the

instrumental problem--obtaining accurate di-

rections or ranges or range rates; (2) the data

analysis problem--determining an "observed"
orbit as it varies continually from observations

which are partial spatially and intermittent

temporally; (3) the celestial mechanical prob-

lem-given initial conditions plus the force
vector on the satellite as a function of position,

velocity, and time to deduce a theol_tical orbit ;

(4) the satellite environment interaction prob-

lem-from the physical properties of the satel-

lite and the environment through which it
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/ravels, to deduce the force vector on the satel-

lite and its variation in time; (5) the mor-
phology problem--the description of the
distribution of matter and energy constituting
the environment.; and (6) the fundamental
geophysical problem--the theoretical expbma-
tion of the matter and energy distribution and
their variation in time.

Satellite orbit analysis for geophysical pur-
poses is usually defined as obtaining answers to
problem area (5) by solving problem areas (2)
and (3), and the emphasis of this review will
be in accordance with this definition. How-

eveI', as in most types of scientific investigation,

progress is made by the continual interaction of

theory and experiment. We shall start by

briefly discussing the forces on a satellite, their

expected order of magnitude, and the conse-

quent effects on the orbit. Combining these

estimates, we obtain an expected spectrum of

orbital variations. Given an idea of the spec-

trum and a system of tracking stations we ex-

amine the statistical problem of determining the

spectrum accurately and disentangling the dif-
ferent effects. Finally, we shall review the re-

sults obtained, the problems outstanding, and
the prospects for further improvement.

FORCES ON A SATELLITE

The dominant perturbation of a close satel-

lite orbit is that due to the flattening of the

earth. The force on a close satellite of typical

size, due to the main central term, is about

l0 s dynes, while the variation in this force due

to the earth's flattening is about 2x10 5 dynes.

The corresponding mass distribution can be

visualized as a large positive center point mass

and smaller negative masses, one above and one

below it. It thus can be derived geometrically
that the unequal pull of the masses out of the

orbital plane will cause the plane to precess,

expressed as the motion of the node, the point of
equator crossing, referred to inertial space.

Furthernmre, the variation of attraction in the

plane causes a motion of the axis of the ellipse,

expressed as motion of perigee. As for most

t)hysical problems, an analytic solution is surer,
expressing the earth's attraction as the deriva-

tive of a scala," potential with the flattening as

a second degree zonal spherical harmonic J_P_

(sin ¢). Transforming the latitude into orbit-

al il_clination and argument, we obtain in addi-

tion to periodic variations, the principal secular

,notions (ref. 1 and 2) :

Perigee motion :

. 3nJ2 la,\21 5 . 2 i'_+O(j2_),
_o=_-_-_ 2 ta) tl--4 sin )

(1)

Nodal motion:

_= 2(1_e2 ) 2 cos i+O(J2t), (2)

where n, e, a, i are the mean motion, eccentric-

ity, semimajor axis, and inclination of the

orbit, respectively, a_ is the earth's radius, and

J2 is the ratio of the flattening to the central
term : 1.0823x10 -8.

In addition to J_, there are other irregulari-

ties in the gravitational field causing forces on

a typical satellite of about 200 dynes. Because

of the doubly attenuating effects of extrapola-

tion to altitude and integration of acceleration

to obtain position, these variations are best ex-

pressed as spherical harmonics:

Y,m=J.mP,m(sin ok)cos m(),--_,m), (3)

where qs is the latitude, X is the longitude, and
J.,, is the ratio of the harmonic to the central

term : a number of O (10-s). The more-or-less

complicated spherical harmonic Y,,. is best re-
membered as a variation which changes sign

(n-m) times from pole-to-pole and 2m times
in a complete circle around the equator.

The harmonics are small enough that their

effects can be expressed as linear perturbations,

allowing for the secular motions of node and

perigee caused mainly by the flattening. For

example, for the perturbation of the node by

Y.,, we obtain an expression (ref. 3) :

{dF.,.v/di}G.vq{e}S.,.vQ(_, m, _, o)
AlT'"-----v,ZqMa"+3-v_--e _ sin i {(n--2p),_+ (n--2p+ q)A;I+ rn( (1--O) }'

(4)
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in which M is the mean anomaly, ¢ is the Green-

wich Sidereal Time, F,,mp and G,p,l are functions

of the inclination and eccentricity, respectively,

and N,,,,_,_ is a sine or cosine of a combination

of integral multiples of its stated arguments.

Considering that G,_ is O(e]ql) and that the

orders of magnitude of the secular terms in the
denominator are :

0 (/_ = 10 cycles/day,

0(_) = 1 cycle/day,

0(_)=0.01 cycle/day,

O(fi)=O.01 cycle/day,

we see that the dominant term for a particular

harmonic will be for the subscript combination

n-2p+q=O, q= -1, 0, or 1, and that terms of

small m will have larger effects than those of

large m---in particular, the zonal harmonics,
for which m=0.

Turning now to surface forces, if we treat

the momentum interchange of a satellite of ve-

locity V with the air molecules through which

it moves as a purely mechanical problem and
assume the air molecules to have a mean free

path appreciably larger than the satellite and
velocity appreciably smaller, we obtain a force

(ref. 4) :

F_=-C_ ApVL (5)

where Ct,, about 2.2, depends on the shape of
the satellite and the manner of reflection of the

air molecules; A is the cross sectional area;

and p is the air density. Taking a typical

satellite at an altitude of 500 km, we find the

drag force is less than 10 dynes--i.e., about two

orders of magnitude less than the forces due

to the irregularities of the gravitational field.

However, the drag force vector is always di-

rected contrary to the velocity vector, and hence

is not "averaged out" by the rotation of the

earth and the revolution of the satellite, as are

the gravitational effects. The resulting energy

loss causes a contraction of the orbit and a speed-

ing up of the satellite to counteract the in-

creased gravitational pull. If we further

consider the rapid decrease of density with

altitude, the drag on an eccentric orbit can be

considered virtually as an impulse at perigee.

Combining this energy loss with the energy

equation,

r2 1"1 rr,

we see that since AVe<0, and Aa<0, necessarily

h r"<0, i.e., the orbit will decrease in eccentricity.
rp

This concentration of drag at perigee, coupled

with the motions of perigee and node with re-

spect to the sun, causes a satellite to sample

different parts of the atmosphere and thus yield

evidence as to its variation in space as well as

time.

At altitudes in the exosphere---i.e., above

about 550 km altitude, where the mean free path

exceeds the scale height, the range over which

the pressure drops by a factor of 1/e--the

purely mechanical model of drag is insufficient,
because of the appreciable population of

charged particles. The dominant property is

the high velocity of the electrons as compared

to the satellite velocity. These electrons im-

pinging on the satellite cause it to acquire a

negative charge. The negative charge in turn
causes the satellite to acquire a sheath of posi-

tive charge, which in turn increases the drag
due to both the mechanical interaction of this

cloud with the air and the coulomb repulsion

of the ions. This situation is distorted by the

nonuniform distribution of electrons due to

the magnetic field, along the lines of which the

electrons will gyrate, and the impact of photons
from the sun which cause ejection of electrons.

The resulting nonuniform distribution of

charge causes currents to flow and the intersec-
tion of the magnetic field lines by the satellite

will add an inductive effect contributing to drag

by tumbling of the satellite (ref. 4-6, 38).
Under these circumstances, a proper solution

of the problem must consider the hydrodynamic

and electromagnetic aspects together. The ap-

plicable equation is the collision-free Boltzmann

"transI)ort equation (ref. 7):

(7)
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where/_ is the energy distribution of electrons,

c is the velocity of the electron relative to the

satellite, e and ME are the charge and mass of an

electron, ¢ is the electrostatic potential, and A

and Ac are gradients with respect to position and

velocity space, respectively. Also applicable are

tile Boltzmann equation for the ions, the Pois-

son equation for the potential ¢, and the as-

sumed unperturbed energ T distributions. The

critical quantity in this problem is the Debye

shielding distance:

/ kT

where k is the Boltzmann constant, T is the

temperature, and n is the number density. The

Debye length is the maximum distance at which

charged particles will interact significantly; in

the exosphere, it is on the order of one centi-
meter. Solutions which have been made so far

for the charged drag problem have either been

numerical calculations assuming steady flow of

particles (ref. 8), or analytical developments

assuming the object to be smaller than a Debye

length, thus permitting linearization for solu-

tion (ref. 7, 9, 10). These analytical solutions
indicate that the satellite will cause oscillations

in the plasma density; i. e., there will be a

hydromagnetic shock wave behind the satellite,

and energy will be transferred from the satel-

lite to the medium by this "wave" drag. Fur-

ther properties which are still unsure are the

unperturbed energy distribution of the elec-

trons, the extent of thermal equilibrium, and

the nature of reflection of ions from a charged
satellite. These uncertainties as to the inter-

action of a satellite with its environment indi-

cate that "densities" in the upper exosphere

derived from orbits under the assumption of

neutral drag, after equation (5), must be

treated with caution (ref. 6, 11, 38).

There have not been many extensive analyti-

cal developments of the dynamical effects of

drag on the orbit comparable to those for gravi-

tational perturbations, because of uncertainties

as to the satellite-environment interaction; the

large and irregular variations of the atmos-

phere; and, as indicated by the developments

for even the simplestatmospheric models (ref..

19, 13), the mathematical complexity of the

problem. Hence most studies of orbits for

drag have used a combination of relatively sim-

ple analytical developments with numerical
methods.

Treatment of the significant extraterrestrial

effects on satellite orbits, the luni-solar gravi-

tational perturbations and radiation pressure,

is largely a mathematical problem, since the

physics involved is better known. For drag

analyses radiation pressure effects must be taken

into account, since the effect of the earth's

shadow is to cause energy variations compar-

able to those caused by drag above 500 to 1,000

km altitude, depending on the phase of the ll-

year cycle of solar activity.

ANALYSIS OF SATELLITE OBSERVATIONS

Remembering that :

(1) the gravitational perturbations are rel-

atively large (200 dynes) but oscillating in di-

rection, and limited in frequency pattern to

integral multiples of the earth's rotation rate

and the rates of the various orbital angles,

(2) the drag perturbations are small (less

than 10 dynes), always acting counter to the

velocity vector relative to the surrounding me-

dium, and irregularly variable with solar ac-

tivity and atmospheric response thereto, we can

draw a schematic diagram of the spectrum of

expected variations from a secularly changing
Keplerian ellipse. The spectrum shown in fig-
ure 20-1 is characteristic of about 3 months'

record of an orbit of moderate eccentricity, with

a perigee of around 500 km altitude. Since the
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FIGURE 20-1.--Spectrum of Satellite orbit variations.
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satellite state is a six-component vector rather

than a scalar, figure 90-1 is a simplification of
the actual situation.

The gTavitational effects have a lille spec-

trum, with a few large terms of low frequency

on the order of 1 cycle/50 days, dependent on

the rotation of the perigee. There will be a

cluster of lines of smaller magnitude near one,

two, etc. cycles/day, corresponding to integral

multiples of the earth's rotation rate less tile
nodal motion rate, plus various m{fltiples of the

perigee rotation. Finally there will be a clus-

ter of still smaller terms of frequency more than

10 cycles/day, dependent on the rate of revolu-
tion of the satellite itself about the earth.

The drag effects, on the other hand, have a

continuous spectrum, which slopes downward

very steeply toward the high frequency end,

and which is some order of magnitude larger

for the mean anomaly than it is for the other
elements of the orbit.

If a satellite orbit and altitude specifications

could be closely controlled and their variations

continuously and completely observed, like a

laboratory experiment, the problems of analyz-

ing drag effects and gravitational effects would

be quite distinct. For a given spherical har-

monic term in the gravitational field, only cer-

tain lines could appear, and the relative magni-

tude of lines for different frequencies and dif-

ferent orbital elements would be fixed, leaving

only the amplitude and phase angle to be deter-
mined. After subtracting out these gravita-

tional effects, the remaining residuals could be

subjected to cross-correlation analysis with

other indicators of solar and atmospheric vari-

ation. In practice, however, we are forced to

deal with satellites which have varying cross-
sections, which have orbits" giving an extremely

biased and non-uniform sample of the atmos-

phere, and which are observed infrequently and

incompletely by stations of non-uniform geo-

graphic distribution. This nonuniform distri-

bution is particularly troublesome in determin-

ing gravitational variations which are functions

of longitude, since a given station can observe

an orbit, only when the angle (OST-node--in-

tegral multiples of which are phase angles of

the gravitational effects--is near one of two

values corresponding to the station zenith.

The limitation will also cause an error in sta-

tion position to give rise to a spurious spectrum

of orbital variations involving multiples of

(GST-node).

For analyzing low frequency variations of

one cycle per few days or more, the observations

are frequent enough that we can be fairly sure

that empirically determined variations of the

Keplerian elements reflect mainly true varia-

tions of the orbit. S_lch empirically deter-

mined elements are used by Jacchia, Priester,

and others (ref. 14-16) to determine slowly

vatting conditions of the atmosphere, and by

Kozai (ref. 17) and others to determine zonal

harmonics of tim gravitational field. For the

more high frequency variations due to drag, the

fact that they affect the mean anomaly much

more than any other element can be used: it
can be assumed that observational residuals

with respect to mean orbital elements deter-

mined over several days are due entirely to va-

riations in the mean anomaly, and the analysis

can be applied to the residuals as transformed
into mean anomaly variations; this technique

has been most extensively applied by Jacchia

(ref. 14). For the high frequency perturba-

tions due to longitudinal variations of the grav-

itational field, however, the analysis must be ap-

plied to the observational residuals them_lves

or else confined to orbital segments with a large

number of observations. In seeking these

small high frequency effects, we find the orbital
characteristics vary slowly enough that the per-

turbations can be treated as stationary time se-

ries, and linear regression methods applied.
Since such methods entail computational ma-

nipulation of arrays comparable in dimension
to the number of observations, thus far there

have been applied only approximate methods

assuming randomness of errors between obser-

vations, and utilizing devices such as pre-

weighting of parameters and low-weighting of

along-track residuals compared to across-track

residuals (ref. 18 and 19_.

RESULTS OBTAINED FOR ATMOSPHERIC

VARIATIONS

The earliest satellite orhits h'ld acceleration

rates which indicated that an appreciable in-

crease was required in the densities of upper
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atmospheric models for the zone from 150 to 700

km altitude. As the perigees of these satellites

relative to the sun moved, and as new satellites

were put in orbit, it, was found by Jacchia,

Priester, King-Hele, and others that there was

an appreciable bulge in atmospheric density in

the general direction of the sun, but having a

lag on the order of two hours behind the sun.

Figure 20-2 is a representation of such a model

based on satellite orbits by Martin and asso-

ciates (ref. 15). To emphasize the contours of

the upper atmosphere, the solid earth and the

first 300 km of atmosphere have been shrunk

to a point in Figure 20-2. Note that the lowest

density occurs shortly before dawn; that there

is a rapid rise in density until mid-afternoon,

after which there is a slower decrease through

tile night ; and that there is also an appreciable

increase in density scale height--the interval

over which it decreases by a factor 1/e--with

altitude on the day side of the orbit, but a much

smaller one on the night side.
In addition to the diurnal variation, there

have been determined other correlations of sat-

ellite accelerations with indicators of solar ac-

tivity, such as radiation in the 3-30 cm wave

band and the Ap index of geomagnetic activity.

Figure :20-3, due to Bryant (ref. 20), gives a

very prominent example of such correlation:

the increases in acceleration of the large balloon

satellite Echo I at the time of tile great solar
flares of November-December 1960. Correla-

tions with these flares have been found in the

........ i ¸ _ ii
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FIOURE 20-2.--Upper atmasphere from ._atellites--lines

of equal denMty at scale height interval.

FI(_UI_E 20-3.--Rate of change of the period of Echo I.

orbits of seven satellites by Jacchia (ref. 21).

Such strong correlation with a sho_ term
phenomenon is exceptional, however; nor-

really, the correlation of day-to-day accelera-

tions with the Ap is very slightly positive, and
moderate with the 10.7 cm radiation. The cor-

relation is more marked with the 27-day varia-
tion in the 10.7 cm radiation--when it is

prominent--still stronger with the semiannual

variation in geoma_mtie activity, and strongest

of all with the ll-year cycle in solar activity.

The semiannual variation in upper atmospheric

density, originally found by Paetzold (ref. 22),

is, in fact, more pronounced than the corre-

sponding variation in geomagnetic activity.
Because of the nonuniform chemical content

of the upper atmosphere, it is now recognized

that it is impossible to construct a physically

consistent model of the atmosphere in terms of

density variations deduced from satellite drag

and the indicators of solar activity with which

it is correlated. The more fundamental quan-

tity is temperature. Theoretical consideration

of photoionization rates, particle energies, and
energy transfer between particles: lead to the

conclusion that there will be thermal equilib-

rium between all components of the upper at-

mosphere except in the ionosphere below about

400 kin. This conclusion is fairly well sub-

stantiated by measurements of charged particle

energies (ref. 23, 39). In addition to thermal

equilibrium, there must be diffusive equilibrium

because of the rarity of the upper atmosphere,

i.e., each of its chemical constituents behaves
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independently of the others. To each con-

stituent there is independently applicable:

(1) the equation of hydrostatic equilibrium,

relating pressure, p, to density, p, as a function

of altitude, h:

d_=--p(h) g(h) (9)

where oq is the acceleration due to gravity ; and

(2) the equation of state for a perfect gas,

relating pressure and density to molecular mass,

m, and absolute temperature, T:

pro,= okT (10)

where k is the Boltzmann constant. Differen-

tiating equation (10) with respect to h, sub-

stituting in equation (9), and adding together

the equations for the different components

yields a differential equation for the change in
density as a function of altitude:

(11)

where the scale height H_ for component i is

kT
H,:-- (12)

rn _g

Hence the scale height indicated by the spacing

of the lines in figure 20-2 is but a crude average

of the scale heights of the individual compo-

nents. The inverse proportionality of H_ to m,
further indicates that there should be a marked

change from heavier to lighter constituents

with altitude (ref. 24and 25).

To analyse density variations deduced from

satellite orbits the first step is thus to find a

compatible number density of different chemi-
cal components; the most marked revision of

this sort of atmospheric models which has been

required is an appreciable increase in the pro-

portion of helium, first suggested by Nicolet

(ref. 26) to account for the higher densities

above 1000 km. The next step is then to trans-

late the densities into temperature, and thus to

translate the variations in density to variations

in temperature. Recent empirical models of

the atmosphere, such as those of Jacchia (ref.

14) and Paetzold (ref. 27) express the corre]a-

tion of upper atmosphere variation with solar

activity in terms of a correlation coefficient be-

tween the temperature in degrees Kelvin and

the 10.7 cm flux in 10 -_2 watts/'cmVcycle/sec.

This coefficient is about 4.5 for the long term

variations associated with the ll-year cycle, but

only about 2.5 for the erratic "27-day" oscilla-

tions. The correlation of temperature with the

geomagnetic index Ap, in units of 2,/ (2×10 -5

gauss), is less: 1.0 to 1.5. These differences in

correlation suggest that about, two-thirds of the

heating of the atmosphere comes from the ex-

treme ultraviolet radiation, and one-third from
corpuscular or other radiation.

Besides the described variations, there is the

diurnal bulge which amounts to about 35-40

percent when translated from density into tem-

perature. Harris and Priester (ref. 28), as-

suming an ultraviolet heat source below 1'20 km

altitude and heat transport, by conduction and

mass i_ow, _nd that the energy input required

for a variation of this magnitude is about 2.0

erg/cm2/sec, which implies extremely high ef-

ficiency of conversion when compared to the

EUV flux observed by Hinteregger (ref. 29).

Furthermore, the peak density of the model is

attained about 3 hours later in the day than

that derived from satellite orbits. Assuming

th_,t about one-third of the heating has another

source, with a peak a_ about 0900 local time,

yields a much better fit to observations up to

about 1000 km. Above 1000 kin, the diurnal
variations of the model are smaller than those

observed.

A plausible model for heating by corpuscular

radiation through hydromagnetic waves, in

which oscillating charged particles collide with

neutral atoms, was originally suggested by

Dessler (ref.,30). However, calculations based

on this model indicate that an energy dissipa-

tion on the order of 1.5 erg/cm2/sec requires a

hydromagnetic wave of 400 ,/ magnetic field

amplitude (ref. 31). The usual amplitude of

irregular fluctuations in the field at se_ level

is only 20 ,/. Some attenuation takes place be-

tween the ionosphere and the ground, but it

is not known how it could be so much. Hence it

is still in doubt, whether the additional heating

is corpuscular or an overlooked type of photo-

ionization.
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This part of the review has ranged somewhat

far from strictly an analysis of satellite orbits

because, as previously mentioned, the rather

awkwardly biased sample which an orbit con-

stitutes requires a faMy good model of the

environmental morpholog)" to analyze it effec-

tively. Much more detailed analyses of satel-

lite accelerations could be made, but for such

analyses to be useful there are needed guides
for what to seek in the form of better models

of the upper atmosphere: the spectra of energ3'

inputs and transfers (see, e.g., ref. 32) and the

associated energ 3, dissipations which give rise

to variations in temperature. Also, above 1000

kin, there are needed better solutions of the

hydromagnetic problem of the interaction of the
satellite with its environment. Still more

fundamental, of course, is an explanation of

variations in the original source of the energ3:

for the atmospheric variations: tlle sun (see,

e.g., ref. 33).

RESULTS OBTAINED FOR GRAVITATIONAL

VARIATIONS

Discussion of satellite orbit analysis for

variations in the earth's gravitational field is

appreciably simpler, because, as shown by figure

20-1, we are analyzing for a fixed line spec-

trum; because the morphology of the field is

essentially two-dimensional, the variation with

altitude being fixed by Laplaee's equation; and
because there are no doubts as to the nature of

the satellite-environment interaction. Hence

we can discuss determinations of parameters
based on oscillations in the orbit on the order of

30 meters, while the smallest oscillations which

have been used in connection with drag deter-
minations are more than a kilometer.

As indicated by figure '20-1, there are a few

long period variations in the orbit, correspond-

ing to the cases when n is odd, n-'2p+q=0,

m=0 in equation (4). In addition, there are

secular effects similar to equations (1) and ('2)

for the eases when n is even, n-2p+q=0,

m=0. In the first two or three years of close

satellite orbits, there were several analyses for

the corresponding terms in the gravitation'd

field, the zonal harmonics, which reflect purely

north-south variation, e.g., those by O'Keefe

and by King-Hele (ref. 34, 35). As a greater

variety of orbits were obtained and observa-

tional accuracy improved, activity in this area

decreased because of the increase in computation

required to get appreciably improved values.

In the past year, the only significant new results

are those of Y. Kozai (ref. 17) based on Baker-
Nunn camera observations of 13 satellites. His
latest values are:

J2= 1082.48 × 10-e J5 = -0.064× 10 -_

± 0.0-1, -- 0.007,
•]4= - 1.84 × 10-" J_= -0.470 × 10-"

± 0.09, ± 0.010,
J_ = 0.39 × 10 -e Js = - 0.0"2 × 10 -6

---+0.09, ± 0.07,
g_-= -`2.56'2 × 10 -_ J_=0.117 × 10-6

± 0.007, -+0.011

The uncertainties of the odd-degree zonal har-

monies are smaller because the periodic varia-

tions are less subject to distortion by drag, etc.

than are the secular changes. The above co-

efficients reflect all significant variation in a

purely north-south direction of half wave

length more than "20° , or about 1400 miles. The

geophysical interest in these results in the sharp

drop in magnitude above J,, which suggests

that the corresponding density irregularities

must be rather deep in the earth's mantle.

Currently attention is directed more toward

determination of the tesseral harmonics, which

express variation of the gravitational field on a

longitudinal as well as a latitudinal direction.

As previously mentioned, the prineipa! difficul-

ties in determining these variations from daily,

semidaily, etc. oscillations in the orbit are the
nonuniform distribution of observations and

the existence of errors in station positions. The

nonuniformity of observation distribution is

enhanced by dependence on solar illumination

for the most accurate observations available,

those by the Baker-Nunn cameras of the Smith-

sonian Astrophysical Observatory. This diffi-

culty limits suitable satellite orbits to those of

perigee height between 800 and 1500 km, and

of moderate eccentricity, i.e., high enough to

have moderate drag effects, and to be observed

fairly often, but low enough to be perceptibly

perturbed by the gravitational variations.

Results obtained by the principal investiga-

tors in this area, Kozai (ref. 17), Newton (ref.
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36), and Kaula (ref. 19) vary appreciably from

each other, probably as much because of the
differences in statistical treatment as in the or-

bits employed. Their most recently published

values for the lowest degree tesseral harmonic,

J_:, (corresponding to an equatorial ellipticity

(al-a2)/al six times as great) are:

Y. Kozai (ref. 17): J22----2.31X10 -B _22=37.5°W

R.Newton(ref.36): J_2:2.15X10 -6 _,22:11°W

W. Kaula (ref. 19): J22:l.62X10 -a _22----21.5°W

Determinations have also been made of other

tesseral harmonics, the most extensive analysis

probably being that by Kaula (ref. 19), in
which solutions were made from Baker-Nunn

camera observations of satellite 1960 Zeta 2 for

28 tesseral harmonic coefficients with indices

ranging up to n, n_= 6, 4, and for the 18 param-

eters expressing the positions of 6 geodetic
datums. The m_knowns selected were those ex-

pected to cause variations of -+20 meters or

more, as indicated by statistics based on terres-

trial geodetic data. The results for the gravi-

tational variations are shown in figure 9_0-4.

Individual coefficients for which a good degree

of internal consistency was obtained over 300

days of orbit were J31, J22, J,_, and J43. In

addition, a vanishingly small value was ob-
tained for J2_, as independently predicted by
latitude variation observations.

All analyses made thus far for gravitational
variations have assumed that the errors of

observation are random with respect to each

other. Since "error" encompasses all discrep-
ancies between observation and mathematical

20

20
20

_, --

¸¸¸
5_ 20 2 0 -

Fmv_E 20-4.--Geoid tIeights in meters--referred to

an ellipsoid of flattening 1/298.24.

model, and since the model is patently inade-

quate at present to take into account drag varia-

tions, the assumption will produce distorted

results from nonuniformly distributed observa-

tions. With the large, high-speed computers

now available, and the dynamical and geo-

metrical spadework for these effects accom-

plished, more rigorous linear regression tech-

niques can be applied (ref. 18).

An even more significant improvement can

be expected with improvements in instrumenta-

tion. The geodetic satellite Anna (ref. 37) is

the first satellite to carry a flashing light, thus

obtaining greatly improved distribution of

camera observations. Eventually, radio track-

ing methods will become more important as

they improve in accuracy, because of their

ability to obtain superior distribution of obser-

vations by tracking in daylight and through
clouds.
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INTRODUCTION

How is celestial mechanics used in flight to

the Moon and beyond? W-hat new informa-

tion will come from spacecraft flight to enrich
celestial mechanics ?

Table 21-I presents an outline of this paper.

Three distinct subjects are listed to give an idea

of the range of problems of current interest as

well as to suggest the benefits of spacecraft

flight to celestial mechanics.

TABLE 21--I.

INTRODUCTION

SPECIFIC EXAMPLES

Mars Orbiter Mission

Two-way Doppler from Mariner 2
and Its Use

Visualizing Multistation Tracking

Geometry
CONCLUSION

Space systems analysts, of course, have dif-

ferent problems from those of astronomers, who

have developed celestial mechanics to meet their

needs. This is because space systems analysts

can, to a great extent, select and control the

flight path of the spacecraft from parking orbit

to the mission's end. Consequently, it is neces-

sary to investigate and describe systematically

a great many possible trajectory choices (Ref.

1). The objective is to select the path which

wilI best accomplish the mission within the con-

straints imposed by payload weight, scientific

experiment requirements, and even the very

systems which control the flight path. An in-

teresting aspect of a Mars orbiter mission has
been chosen to show some of these interactions.

It is obvious that the measurements made by

the spacecraft of its surroundings should yield
fruitful new information. Less obvious are the

benefits of making navigational measurements

from the ground. The precise two-way dop-

pler measurements taken on the current flight of

Mariner 2 to Venus can give us an independent

determination of the astronomical unit, the mass

of Venus, and the location of the primary

ground tracking station.
Ground radio tracking stations are used to

determine the spacecraft orbit. Owing to the

high cost of such stations it is important to be
able to visualize how the information from dif-

ferent stations combines to determine the orbit

parameters. This paper will describe a three-
dimensional model used successfully at the Jet

Propulsion Laboratory to demonstrate how the
tracking "geometry" of the different stations

corltributes to determination of target errors.

SPECIFIC EXAMPLES

Mars Orbiter Mission

The selection of the total flight path from

parking orbit to the end of the mission is a

complex iob. We must understand the launch

vehicle, the spacecraft subsystem requirements,

and the scientific experiment requirements, as
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\

MARS

VERNAL EQUINOX
T

FIGURE 21-1.--A typical l_arth-to-Mars transfer orbit.

well as basic celestial mechanics. _Ve must

know how the chosen flight path influences ex-
periment payoff, spacecraft control accuracies,
propulsion requirements, orbit determination
accuracies, and engineering factors such as tem-
perature control and power system require-
ments.

As a simple case in point, consider the mission

of sending a spacecraft to orbit about Mars.
Suppose that we want to photograph substan-
tially all of the planet's surface in the course
of five or more months in Martian orbit.

Figure 21-1 shows a typical Earth-to-Mars
transfer orbit viewed from above the ecliptic

plane. The compromises between launch ve-
hicle payload capability, communications dis-
tance at encounter, and total flight time fairly

tightly restrict the choice of transfer orbit for
each opportunity. With the transfer orbit
choices restricted, the spacecraft's approach
velocity with respect to Mars is rather narrowly
confined. This fact presents us with a potential

problem with our orbiter.
Let us assume our initial choice is to investi-

gate a polar orbiter, since this allows viewing
the entire surface over a period of time. Figure

21-2, a simplified view of the polar orbiter as

seen from above the ecliptic plane, has neglected
the inclination of the Martian polar axis to the

ecliptic plane in order to facilitate the discus-
sion. The initial angle between the approach
direction and the Sun-line will depend on the

transfer trajectory. For practical orbiters the
initial orbit plane direction will coincide with
the approach direction. For a perfect polar
orbiter, the angle _ between the orbit plane and
an inertial reference in the ecliptic plane is con-
stant. A constraint to the effect that the orbit

plane shall lie between ± a degrees of the Mars
Sun-line continuously over the first five months
in orbit is imposed by the photographic lighting
requirements and the spacecraft design under
consideration. If the spacecraft approaches
from the lower right in Figure 21-2, its initial
orbit plane is in the acceptable sector. While

the orbit plane remains fixed, the Mars-Sun di-
rection O_ increases at about 0.5 deg/day due to
Mars' travel in its orbit about the Sun, so that

the shaded "acceptable sector" rotates to the
left (counterclockwise) of the inertial reference
line. For a=50 ° and for the most favorable

approach angle, good lighting conditions are
attainable over 100 deg/0.5 deg/day, or the 200

days required for the "acceptable sector" to ro-
tate past. the assumed fixed direction of the orbit

TO SUN

I UNFAVORABLE
APPROACH

DIRECTION

E-

DIRECTION

FIGURE 21-2.--Simplified riew of t)rbit plane/Sun-line

geometry. Acceptable lighting conditions occur when

spacecraft orbit l)lane lies in the shaded ._tor of

angular width 2a.
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plane. For a very unfavorable direction such
as indicated in the upper right of Figure 21-2

the lighting angle becomes unacceptable after

only a few days.
If it is mandatory that transfer trajectories

with a "favorable" approach direction be used,

significant engineering penalties would re-

sult. Such penalties would include one to three

months increase in flight time, greater com-
munications distance at. encounter, and possible

reduction in allowable payload weight. For-

tunately, we have overlooked an important fac-

tor. By using observations of the Martian

satellites Phobos and Deimos, H. Struve, in 1911,

accurately determined the "bulge" term in the

gravitational field of Mars. The rate of rota-
tion of the orbital plane about the polar axis is

proportional to the "bulge" coefficient times the
cosine of the orbit inclination to the Martian

equatorial plane.. By a moderate departure

from a polar orbit and by guiding carefully in

the terminal phase prior to establishing the

spacecraft's orbit about Mars, we can cause the

orbit plane's turn rate due to the "bulge" tern1

to nearly equal the Sun-line's rotation rate and
thus maintain acceptable lighting over a lon_

period of time.

This simplified example only hints at. the

analytical problems connected with such an
orbiter. Careful consideration must be given to

the selection of the point of injection into Mar-

tian orbit, the orbit shape, and the influence of

g'uidanc-e errors. Another formidable problem

would be the after-the-fact mapping and inter-

pretation of the pictures taken from an orbiting

spacecraft:. The author is indebted to C. E.

Kohlhase of JPL for his recognition and analy-
sis of this situation.

Two-Way Doppler From Mariner 2 and Its
Use

An example of one of the measurement types

made possible by the spacecraft's existence is

two-way doppler (Figure 21-3). The signal

received in the spacecraft is shifted in fre-

quency by the well-known doppler effect. The

spacecraft then retransmits the signal which it

has received. The signal received at the ground

receiver has been further doppler-shifted by the

radia] velocity of the receiver with respect to

FIGURE 2l-3.--Siml)lified two-way doppler 0onflgura-

tion. The doplfler tone f,_ is a measure of the radial

speed VH.

the spacecraft. The difference in frequency be-

tween the received frequency and the current

transmitter frequency is called the doppler tone.

In practice, the doppler tone is then averaged
over an interval from 1 to 1000 seconds to

obtain a data type known as counted two-way

doppler. By combining such doppler measure-
ments taken over an interval of time at several

stations the spacecraft orbit may be recon-
structed and its future course accurately pre-

dicted. On the Ranger series of lunar shots and

on the Mariner 2 probe, currently on route to

Venus, these measurements have been the pri-

mary source of information "with which to de-
termine the orbit.

Once the spacecraft orbit has been accurately

estimated, the orbit can be altered by applica-
tion of a small velocity increment using the mid-

course correction rocket motor. Subsequent

tracking of the spacecraft allows evaluation of

the new orbit.

Figure 21-4 shows actual residuals obtained

from tracking the Mariner 2 Venus probe from

two of the Deep Space Instrumentation Facility

(DSIF) stations operated by JPL for NASA.
These residuals are the difference between the

values of the observed two-way doppler and
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Fm_TRE 21-4.--Examples of residuals of counted two-way doppler taken on Mariner 2 by 2 DSIF stations.
Sample spacing is 60 sec; averaging time is 50 sec; 1 cps corresponds to 0.5 fps in radial velocity. Final
corrections for station location errors have not been applied here.

those ca|cu]ated on our current-best-estimate of

the spacecraft orbit. The RMS error at the
South African station is around '25 times that

of the Goldstone station because the transmitter

at Goldstone is more stable. Both accuracies

are quite respectable; the RMS error at Gold-

stone is .01 ft/sec at a sampling rate of 60 per

hour! Such high accuracy is hard to appre-

ciate ; by averaging 1 day's data we can estimate

radial speed to the equivalent of .0004 ft/sec

or 35 ft/day (in units of the speed of propa-

gation). Our trajectoi T computation requires
double-precision arithmetic and our orbit de-

termination program nmst include factors nor-

mally considered negligible.

How does transmitter stability affect doppler

accuracy ? That we obtain an error if our trans-

mitting frequency is not stable can be seen by

considering VR=0. The doppler tone should

be zero, but will actually be the change in trans-

mitter frequency during the time the signal

takes to travel up to and back from the space-

craft. In the case shown here the signal transit
time for South Africa is 90 sec; most of the

noise in the residuals is due to a 0.5 parts in

10 _ shift in the ground transmitter frequency

during that time. The Goldstone station shift

in 58 sec seems surely below 1 part in 10 _, owing

to the greater stability of its rubidium vapor

frequency reference. Final evaluation of the

stability of the Goldstone oscillator (Ref. `2)

will not occur until Mariner nearly reaches

Venus. At that point the signal round trip time
is almost 7 minutes.

W]mt will be the value of these precise

measurements and how will they change celes-

tial mechanics? First, they enable us to ac-

curately predict the future course of the space-

craft, confirm the value of the astronomical

unit, and perhaps measure the mass of Venus.

A second and, seemingly, less likely benefit is

the precise determination of the locations of the

tracking stations on Earth.
One factor which complicates the astronomi-

cal unit determination based on Mariner 2 track-

ing data is the uncertainty of the spacecraft's ef-

fective reflecting area. The expected accelera-
tions due to solar radiation pressure will cause
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about 3000 miles change in target error if com-

pletely neglected. In determining the AU we

must separate the AU error from the area un-

certainty.

The way the tracking station locations are de-

termined from the doppler data may be under-

stood by considering the spacecraft, to be fixed

with respect to the center of the Earth. The

only doppler tone observed would be due to the

rotating station's velocity component along the

radial direction. The observed doppler tone at

a station depends then on the latitude, longi-

tude, and radius from the center of the Earth.

Since we obtain measurements during many

passes at a given station, and since the declina-

tion of the spacecraft changes during the mis-

sion, we may deduce the proper combination of

station location errors required to minimize the

errors in the residuals. Independent determi-

nation of the location of our primary tracking
nation of the location of the two location coordi-

nates perpendicular to the earth's spin axis is

expected to an accuracy of about 20 meters by
this method.

Visualizing Multistation Tracking Geometry

A typical lunar or interplanetary spacecraft

is first placed into circular parking orbit by the
booster vehicle. When the spacecraft-booster

final stage combination has coasted to the right

place, the final-stage rocket motor ignites and

adds enough speed to intercept the target. The
burnout of this rocket motor defines the point

of injection into the transfer orbit to the target.

A network of tracking stations is required

to track space probes after their injection into

transfer orbit. Typically, these stations meas-

ure two angles defining the direction of the

probe, range, range rate, or some combination

of these. The purpose of these tracking sta-
tions is to assure that the future coordinates of

the probe can be reliably estimated with suffi-

cient accuracy to accomplish the mission.

Radio tracking stations are expensive and
suitable sites are limited. To track all of our

space probes from injection to injection plus a

few hours would require a prohibitively large

net of tracking ships and ground stations be-

cause of the wide variation of coasting time in

parking orbit required to accomplish different

planetary and lunar missions. A further com-

plication is that the parking orbit inclination

and coasting time are varied on a given launch

day to compensate for variation of launch time

within the allowed daily window. These varia-

tions cause the locus of possible injection loca-

tions to cover a large part of the Earth. The

parametric study of tl_e accuracy of determin-

ing the transfer orbit's elements on a spectrum
of transfer orbits as a flulction of the number

and location of the trackers, time from injec-

tion, measurement accuracies and types is a
formidable task. It is not difficult to obtain the

answer for any specific configuration, but it is

difficult to generalize the results.

We know from our experience that, by com-

bining the orbit parameter estimates independ-

ently obtained by several trackers, we can

dramatically improve our knowledge of the or-

bit parameters, provided the combined "track-

ing geometry" is favorable. We have made

some recent progress in developing methods of

visualizing each tracker's "geometry." The in-

sights gained will be useful in determining

tracking station sites and accuracy specifica-

tions in an economical fashion.

In order to show how favorable "geometry"

may be identified, consider the two-dimensional

example shown in Table 21-II. In this ex-

ample, the two coordinates of an archer's target

error are independently estimated by observer
A and observer B. A's location is such that he

is able to estimate the X2-coordinate well but

is ten times as uncertain of the Xt-coordinate.

This accuracy statement is contained in the
covariance matrix A,. The symbol E means

the ensemble average. ]:n the case at hand,

observer B can estimate X_ quite well but is

less sure of 2(2. Again this statement is con-

tained in As. The minimum covariance esti-

mate using both observer's estimates is obtained

by the familiar expression on line 3 of Table

21-II. A convenient method for visualizing a
2 x 2 covariance matrix is to draw its "1--_

error ellipse." The "l--a error ellipse" for

observer A is given by the quadratic form
7(:'A_-iX=I. This ellipse will enclose 40 per-

(X1) ifcent of the random occurences of Y[ = X2

Xhas a two-dimensional Gaussian probability

distribution with covariance Aa. Such ellipses,
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or more generally ellipsoids in higher dimen-

sions, are sometimes called concentration ellip-
soids.

A particular property of tile error ellipsoid
of the combined estimator is useful here. The

combined estimate's error ellipsoid is always

interior (or tangent) to the error ellipsoid of

each estimate taken separately. In the example

here, each observer was uncertain by more than

10 units about the marksman's error, but the

combined estimate's uncertainty is only one

unit (line 4 of Table II). IIere, it was evident

that the "crossing" of these two narrow ellipses

would closely determine the actual error.

Now that we have a satisfactol T way of pre-

dicting when '2-dimensional estimates will com-

bine favorably, let us see what happens when
we push our luck to a 6-dimensional case. Can

the geometry of each of the several stations

tracking a. lunar probe be usefully described in

terms of each station's ability independently to

predict the two components of target error?

Figure 91-5 illustrates that the answer is

often "no." The solid ellipse on the right is

SPACE FLIGHT ANALYSIS

obtained by the formally correct procedure de-

scribed earlier, and the dotted ellipse is the weak

bound obtained using the 2-dimensional ap-

proach. Figure '21-G is a further example. In-

formation from Station 3 improves the orbit of
Station 5 more than the information of Station

4 does, even though the error ellipse of Station
4 is interior to that of .5. The reason for the_

failures to predict favorable "geometry" is that

significant information has been suppressed.

IIowever, we have found ways of successfully

describing tracking station "geometry" in terms

of 3-dimensional ellipsoids. The target error

ellipses obtained from considering each sta-

tion's ability to determine a properly chosen

triplet of orbit parameters rather faithfully re-

produces the final target error ellipses computed

by the exact nlethod. Different parameters are

found to be appropriate to the lunar and inter-

planetary cases. The idea is most easily de-

_ribed for the interplanetary case (Ref. 1).

Reference 3 describes coordinates which appear

satisfactory for the lunar case. For inter-

planetary trajectories we use the three corn-

SITUATION

1. OBSERVERS A AND B INDEPENDENTLY ESTIMATE
THE 2 COMPONENTS OF AN ARCHER'S MISS

2. A'S UNCERTAINTY IS I0 UNITS IN X I AND I UNIT
IN X"2 WITH NO CORRELATION, B'S UNCERTAINTY

IS I0 UNITS IN X2 AND I UNIT IN X t WITH NO
CORRELATION

5. THE "BEST" COMBINATION OF THE TWO ESTIMATES

IS OBTAINED BY RELYING ON EACH SOURCE FOR
THE PART IT ESTIMATES BEST

MATHEMATICAL EXPRESSION

_ ,'VI ,

COVARIANCE "_A:_, 0 (I)2/=AA =

COVARIANCE ,,_B= {'(I)2 0 \o (,o)2)=Aa

=(.;;+A;')-'(.;; +

/I.01 0 _1-' (0.99 0
4. THEEsTIMATECOMBINEDALoNEESTIMATEISBETTER THAN EITHER hC = (A_II+ h;)-l=_ 0 1.011= i 0 0.991

X2
5. THE "ERROR ELLIPSE" OF A'S ESTIMATE IS SMALL .2rA_X=l _,_2rA;12--I

IN THE X2 DIRECTION WHILE THE'IZRROR ELLIPSE"

OF B'S ESTIMATE IS SMALL IN THE X t DIRECTION. ..__LL_XI_.> __
THE "GEOMETRY" IS FAVORABLE

TABLE 21-II.--Visualizing IIow Fa_,orable "Geometry" Can Give Dramatic Improvement _,Vhen Combining Two
Estimates,
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- STATION I
STATION 2
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FmVRE 21-5.--Comparison of actual target error ellipse (solid) with weak bound (dashed), obtained by
considering only each station's 2-dimensional error ellipse.

STAT'0N 3_ ___f--STAT]0N 5

STATION 5, 4-_

50Fkm __ 50km

"--- STATION 5, 3

50 km 50 km
R R

FIGURE 21-6.--Comparison showing that the 2-dimensional ellipse of target errors for each station alone fails
to suggest the favorable "geometry" actually existing.

portents of the geocentric hyperbolic excess

velocity vector as parameters. Any other three

parameters specifying the position at a given

time may be considered to complete the set.

Instead of associating a 6 x 6 covariance

matrix with each station's tracking geometry,

we ignore all but the 3 x 3 covariance matrix of

errors in the hyperbolic excess velocity. The

"geometry" of each station is considered to be

described by the three-dimensional ellipsoid in

these parameters. The terms which are i_mred

do not significantly alter the target error

ellipsoid. This technique works for inter-

planetary trajectories because the target error

effect of velocity errors at entry into the Sun-

centered phase of the flight dominates the posi-

tion errors due to the great time available for

them to propagate.

CONCLUSION

The three subjects chosen for discussion are a

fair sampling of current work in spacecraft.

flight studies. The gTeat variety of possible

flight paths and the interaction between flight

path and mission objectives require thai the

space systems analyst, be well versed in both
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celestial mechanics and engineering. Precise

descriptions of spacecraft motion in various

situations will have to be understood by many

people in order to i)lan and carry out future

missions. New tools of analysis are required
to deal with both the new measurements and

new applications.

The controllable spacecraft is a powerful new

instrument with which we shall improve our

description of the world ill which we live. If

this paper has aroused your interest and given

you the feeling that the surface of tile subject

has only been scratched, it will have met its
objective.
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INTRODUCTION

In recent years a substantial effort has been
expended on the development and adaptation of
systems optimization techniques to space flight

problems. With the advent of complex space
vehicles, optimization theory has been applied
to the problems of vehicle design, to the control
policies under which such systems operate, and
to the design of missions for which these sys-
tems are intended. Thus, in vehicle design
analysis one strives for an optimal configuration

subject to the many and diverse engineering
constraints which are imposed. In this case, the
word "optimum" bears a rather complex conno-
tation since the ultimate configuration will
evolve from a consideration of the interplay be-
tween such factors as maximum payload, relia-
bility, redundancy, stability, state of the art, etc.
An optimal control policy or an optimal mission

design, on the other hand, generally accom-
plishes a more definitive objective such as a
minimum propellant expenditure, but as be-

fore, it is subject to the fulfillment of certain

constraints. The thn_st program of a space
vehicle, for example, may be optimized on the
condition that the thrust inaptitude lie within

certain bounds or that the thrust steering pro-
gram be limited so that the structural limits of
the vehicle are not exceeded. Because the com-

l)lexity of these problems generally defies an

intuitive attack and because the system per-
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formance is in many cases very sensitive to per-
turbations in design and policy, the use of op-
timization procedures in one form or another

has become a mandatory part of systems
analysis.

The scope of this paper is mainly restricted

to flight analysis, with particular emphasis on
_-ehicle performance. Consequently, it will be
assumed that a well-defined goal for the op-
timization process exists. A measure of the
degree to which this goal is achieved is usually
pro_fided by a criterion of optimization. Fre-
quently, this criterion is that some function,
often called the payoff function, of the state
variables and parameters of the problem should
he an extremum--that is, either a maximum or

a minimum. Such quantities as maximum pay-
load, minimum fuel expenditure, maximum
satellite altitude, maximum range, minimum
time, minimum target miss, etc., might each be

a goal of the optimization process. The pay-
load of a vehicle, for example, may be con-
sidered as the difference between the vehicle

weight after accomplishing the mission and the
residual components of the vehicle such as sup-
porting structures, communications, power and
altitude control equipment, etc. Maximizing

the payload, therefore, will involve an optimiza-
tion of hoth the thrust program and the mis-
sion design for minimum propellant expendi-
tures as well as an optimal design of the com-
ponents of the vehicle.
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In order to formalize the discussion, let us
provide definitions for three types of quanti-

ties appearing in systems optimization prob-
lems. Ttle quantities appearing in these
problems may be categorized as state variables,
control variables, anti system parameters. As
examples of each of these types, consider a
vehicle which is assumed to be a point mass
traveling through space. The state variables

of th is system are the three position coordinates
of tile vehicle, the three velocity coordinates,
and the instantaneous mass of the vehicle. The

state _'ariables are generated from a set of dif-
ferential equations which, in this example, are
simply Newton's equations of motion and a con-
tinuity equation relating the propellant flow to
the mass loss rate of the vehicle. The control

variables for this example might be the thrust

magnitude of the vehicle and a set of angles
defining the thrust direction. The system

parameters are constants describing certain
properties of the problem. Such parameters

might be the exhaust velocity of the propulsion
system or a prespecified time of thrust termina-
tion. For advanced systems such as ionic

propulsion systems, these parameters might be
the values of the exhaust velocity and the size
of the powerplant carried by the vehicle.

GOALS OF THE OPTIMIZATION PROCESS

What are the broad objectives of a systems
optimization process? The optimization proc-
ess should provide control policies, parameter
configurations, and mission desi_s which are
optimal and from which the following kinds

of information are available. First, the op-
timization process yields extremal values of the

payoff function for various ranges of mission
conditions. For example, one might obtain, for
a given space vehicle, the minimal fuel expendi-
ture for a particular interplanetary mission as

a function of flight time. Second, the degrada-
tion in performance as measured by the depar-
ture of the payoff function from its extremal

x'alue which results from the use of nonoptimal
control policies, parameter configurations or
mission design may be obtained. Furthermore,

the effects of imposing additional constraints

on state variable, control variables and system
parameters with a subsequent reoptimization

consonant with these constraints may be
assessed. An example of a nonoptimal inter-
planetary mission desi_ is the launching of a
space vehicle toward the planet on a date re-
quiring more than the minimum propellant ex-
penditure. A knowledge of the variation in
propellant requirement with launch date is ob-

_%usly a necessity in mission planning exer-
cises. Thus, tile rate of degradation in
performance or sensit ivity to nonoptimal opera-
tions or constraints is important. It has been

found that the return leg of Mars round-trip
lraject'ories frequently has a perihelion distance
which is less than 1 astronomical unit. Such a

trajectory may be objectionable because of the
increased solar radiation density, and it may be
necessary to impose a constraint on the distance
of ('losest approach to the Sun. This kind of

state variable constraint will increase the pro-
pellant requirements and it will be necessary
to determine the penalty caused by the addi-
tional constraint and the resulting modifica-
tions to the original trajectory.

OPTIMIZATION TECHNIQUES

The resurgence of optimization theory in sys-
tems problems naturally has been accompanied
by a vigorous development of analytical and
numerical techniques for formulating and solv-
ing these types of problems. For extremal

problems there are three principal techniques

which have gained currency in recent times.

The classical method is, of course, the calculus

of variations in which the optimization is ac-

comI)lished by satisfying a set of conditions

appearing mainly as differential equations.

The calculus of variations had its origin in the
17th century with the work of the Bernoulli

brothers on the brachistochrone problem.

From this point, a series of contributors high-

lighted by such names as Euler, Lagrange,

Legendre, Jacobi, Weierstrass, tit]bert, Mayer,
Bolza, and Bliss honed the calculus of vari-

ations into a moderately complete discipline as

summarized in the works of Bolza (Ref. 1) and
Bliss (Ref. 2). The researches of Valentine

(Ref. 3) opened the way for the application of

the calculus of variations to problems contain-

ing bounded control variables. Early in the

i
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last decade the work of several investigators,

notably Cicala (Ref. 4) and Hestenes (Ref. 5)
rendered the calculus of variations into a more

tractable form for flight analysis problems.

Recently, the work of Pontryagin (Ref. 6) in

optimal control theory leading to the "Maxi-

mum Principle" has strengthened the calculus

of variations so that it. is applicable to a wider

class of problems, such as, for example, systems

possessing discretely varying control variables.

As we shall see, the calculus of variations

formulation generally leads to a high-order sys-

tem of nonlinear first-order differential equa-

tions. Except in the simplest of problems,

numerical methods of integration must be used,

although one or two constants of integration

usually are available analytically to reduce the

order of the system accordingly. When nu-

merical methods are necessary, one is generally

confronted with the mixed or "two-point"

boundary-value problem owing to tile fac_ that

boundary conditions are specified at both the

initial and final points of the solution. In order

numerically to generate a solution one must
have on hand initial values for all the variables

being integrated, and so one guesses values for

the unspecified initial conditions, integrates the

equations, and checks the agreement of the spe-

cified final conditions with the corresponding

integrated condition. This leads to a trial and

error process which is time-consuming and

which presents the principal difficulty in solving

systems optimization problems with the cal-
culus of variations.

There are two iter_ive methods for sur-

mounting the two-point bo_mdal3"-value prob-

lem. The direct difference method relating

final values to initial values is often used in

conjunction with an interpolation scheme such

as the Newton-Raphson or Runge-Kutta meth-

ods to attempt to null the difference between the

specified and integrated final values. Because

of departures from linearity, this process must

usually be repeated until satisfactory conver-

gence is attained. The adjoint method (Ref.

7) provides the second approach, and it. will be

briefly described for a relati_'ely simple form of

boundary conditions. Suppose one has a sys-

tem of differential equations Wen by

• ,=_,(_, t) _=1,..., ,_ 0)

with boundary conditions such that the first r

components of x are specified initially (t=to)

and the remaining n-r components are specified

at the final point (t=t,). Then taking the first

variation of Eq. (1) holding time fixed, one
obtains

d-7 (_x,) = _xj, i= 1, . .., n (2)

where the summation rule is employed. The

adjoint variables are defined by

'=-5_, _'j i=I, . . ., n (3)

and it follows from Eq. (2) and (3) that

"_ -'-) j tt
8_. x =0 (4)

t0

If one now defines

k_k)(t,)=_k k=r+l, . .., n (5)

there results

--)

6xk(t,)=k (_). _x] k=r+l, . .., n (6)
I t0

Using an initial solution of Eq. (1) one inte-

grates Eq. (3) backwards n-r times with k

successively taking on values from r+l to n.

Then, using the specified values minus the
values from tlle initial solution for SXk(t_) and

the matrix coefficients k_k)(to) generated by

Eq. (3), one may invert Eq. (6) and solve for

the _x_(to), (k--r+l, . .., n), which form a set

of corrections to the unspecified initial condi-
tions. The success of both of these methods

will depend, of course, on the degree of Iinearity
which holds between the initial and final values

of the variables. Experience has shown (Ref.

8) that at least in the small, tl_ese methods

generally succeed e_en with systems of equa-

tions of order 12 and higher. Both methods

have their _d_,antages and are about equal in

computational time. The adjoint me_hod does

not suffer a loss of significant figures which
sometimes occurs in the direct difference

method; on tt_e other hand, the difference

method is usually more versatile and does not

require the solution of the adjoint equations.
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The direct method of gradients or steepest

descents is the second optimization technique

which is in active use today. The application

of this method to variational problems was first

developed by IIadamard and later by Courant

(Ref. 9, 10). More recently, the method has

been augmented and applied to flight mechanics

problems by Kelley (Ref. 11), Bryson (Ref.

12), and others. This method obviates the two-

point boundary-value problem by employing an

iterative process in which each successive solu-

tion is forced to satisfy the boundary condi-
tions. One commences with an initial solution

which satisfies the boundary conditions and

which has certain adjustable parameters depict-

ing the functional forms of the control variables

of the problem. These parameters are then ad-

justed, consonant with the boundary conditiohs,

in directions which effect the greatest change

in the payoff function, that is, Mong the direc-

tions of steepest descent. The criteria for ad-

justing the control variable parameters are up-

dated from the subsequent, solution, and the

whole process is repeated until convergence is
attained. One of the chief attractions of tile

gradient method is that it generally converges

to the optimal solution even though the initial

trial solution is significandy nonoptima]. In

view of this, there have recently been developed

hybrid methods in which the gradient method

is used to obtain a nearly converged solution,
after which the calculus of variations is used

to complete the iteration process.

The third optimization technique is drawn

from the field of dynamic programming in

which the principle of optimality (Ref. 13-15)

is applied to the payoff function in order to ob-
tain a functional recurrence relation suitable

for computational purposes. In this method

the continuous process is reduced to a set of

discrete processes or stages. The principle of

optimality states that "an optimal policy has

the property that whatever the initial state and

initial decision are, the remaining decisions

must constitute an optimal policy with regard

to the state resulting from the first decision."

At each stage a search is condu(,ted over the dis-

crete control vector space of that stage in order

to isolate the optimal policy for a given state

subject to the fulfillment of the optimality prin-

ciple for the subsequent stages. By this opti-

mality principle, the search for an optimal pol-

icy, as opposed to a direct enumeration process,

is made tractable. Ironically, the existence of
constraints on either the state or control varia-

bles facilitates the search process, and the two-

point boundary value problem does not exist

since boundary conditions are simply treated as

constraints on the initial and final stages of the

process. The solving of optimum trajectory

problems by dynamic programming has been

hampered, nevertheless, by the large dimension

of the grid of stored quantities which is neces-

sary for the search process. An n-dimensional

trajectory problem requires at. least a _n-dimen-

sional grid of stored quantities. Thus, for a

two-dimensional trajectory problem, the num-

ber of stored quantities is of the order of N _

where N is the number of stored quantities

along one axis of the grid. Generally, N will

be greater than 10 for reasonable accuracy, in

which case, both from the standpoint of stor-

age and computational time, the problem is not

practicable for modenl high-speed computers.

Some progress has been made in reducing the

storage problem, notably by the use of poly-

nomials to approximate the stored data, and

successive approximation.

Calculus of Variations in Space Flight Analysis

In this section we present a formulation of the

calculus of variations which is readily adaptable

to flight mechanics problems. For simplicity in

the algebra it will be assumed that all the
initial conditions are specified and that the

quantity being minimized (or maximized) is a
function of the state variables evaluated at the

final point and the system parameters. In this

case, the payoff function J becomes

J=J[y_(t_) .... , y_(t,), _t, • • -, _,, t_] (7)

and the problem is to determine the conditions

on the state variables y_(t), the control variables

u_(t) (i=1,..., m), and the system parameters
K,, which provide an extremal in J. The state

variables are subject to the differential equation

constraints given by

.-) -..) --) --)

G,=_),--],(y, u, K, t)----0 i--1,..., n (8)
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-r

and the control variables and system parameters

are constrained by algebraic equations of the

form
-.-) --) --) --)

Gn+_(y, u, K, t)=O i=1,...,p (9)

In addition, the state variables are subject to a

set of boundary conditions at the final time

A_(y, tx)=O i=l, . . ., q<i (10)

In order to handle inequality constraints (Ref.
3) on certain control variables of the form

u.=,a <__u,<__u_max (11)

one may increase the dimensionality m, of the

control vector space by defining the quantities

u,,+_(t) to be real variables given by

__ 2G.+,-u..+,-(u,m.x-u,)(u,-u,_,.)=O (12)

which will guarantee the satisfaction of Eq.
(11). A similar formalism can be applied to

the system parameters. For dealing with

inequality constraints on state variables the

reader is referred to a recent paper by Dreyfus

(Ref. 16). It should be pointed out that the

system parameters may also be treated as

state variables (Ref. 4) generated by tile

equations

;q=O (13)

but, for convenience, we will adhere to the

formulation as presented.

Ttle foregoing formulation is essentially the

Mayer problem (Ref. 1, 2) of the calculus of

variations, and upon applying the theory one

obtains as necessary conditions for an extremal

value of J the Euler-Lagrange equations

and

where

d /i)F\ i)F
d i=1 .... (14)

5F
--=0 i=1, (15)
_)u_ " ' "

q i=1,..., r (16)
5___Fdt= o

0 _)Ki

n+

.i=1

and the hi(t) are Lagrange multipliers. A

further necessary condition for a local minimum

in J wbich is useful in flight analysis is the

Weierstrass E-function (Ref. 1, 2), which for
this formulation is

E=_ (_j--_') bF>0
J-, __ (xs)

where the y_' are any permissible departures

from the optimal values _j due to nonoptimal

but permissible values of the control variables.

Using Eq. (8) and (17), it is easily seen that the
Weierstrass E-function is equivalent to the
condition

-..) ,.._ __)

H= Max ),jJ_ (y, u, K, t) (19)
--)--)
UEU _.j=l

which is Pontryagin's maximum principle

(Ref. 6). The quantity U is the space of per-
--)

missible values for u as imposed by Eq. (9).

This equivalence is noted here because Pon-

tryagin's work is applicable to a wider class of
control variables such as discrete control

variables, while Eq. (18) was derived by

Weierstrass under more stringent continuity

assumptions. In this manner, as pointed out

earlier, the classical methods may be strength-

ened by the inclusion of the maximum principle.

Finally, there are the boundary conditions

to be considered. Eq. (14-18) serve, essentially,

to determine the optimal values of the control

variables and the system parameters. From
the simultaneous solution of the relations

-_ _)j
dJ=vJ, dy(q) +_- dq=O (20)

-' A
dA,=VA_, dy(q)+-_i 7 dtL=O i=l,. . ,, q

(21)

and the general transversality condition ob-
tained from the calculus of variations

--)

[V_F. dy-- Halt]I,,----- 0 (22)

one is provided with the requisite number of

boundary conditions to obtain the complete
optimal solution. One of the important results

from Eq. (20-22) is that if certain terminal
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quantities are undetermined by Eq. (10), there

results a corresponding transversality condition,
in effect, for each undetermined quantity.

Satisfying this transversality expression yields
an extremal in J with respect to the correspond-

ing undetermined quantity. It is also easy to

obtain from Eq. (20-22) the first variations in
J with respect to the final values of the state

variables or the system parameters.

A FLIGHT OPTIMIZATION PROBLEM

The applications of the calculus of variations

to flight mechanics problems has been extensive

in the last decade, and the general theory of

optimal flight paths has been developed for bal-
listic vehicles (Ref. 17-20) and for advanced

propulsion systems such as power-limited vehi-
cles (Ref. 21-23). For illustrative purposes,

we now discuss the problem of optimizing the

traj_ectory of a power-limited system under vari-
ous constraints. The vehicle is assumed to be

a point mass travelling in a vacuum and sub-

jected to a conservative force field. The con-

straining equations for such a system are given

by Newton's equations

exhaust divided by the initial vehicle mass.

If the exhaust velocity c is held fixed it is also a

system parameter; however, it may also be a

control variable through which the magnitude
of the thrust is varied. The thrust acceleration

a is given by

a_-_a, (28)
C_

and if this is combined with Eq. (25) and inte-

grated, one obtains the rocket equation for

power-limited flight.

Ul _ jt ° a2dt (29)

Let us now find the optimal policies for which

the final mass u_ is maximized. Since this is

f',equivalent to minimizing a2dt and since this
J t o

quantity is essentially independent of the pro-

pulsion system parameters (Ref. 23), the payoff
function will be taken as

1 1
J=_:'a2dt=O(_ - ) (30)

 +vv- (23)
V#

--) --) --.)

r--v -_ 0 (24)

Upon applying the calculus of variations to

this problem, one obtains the following opti-

mality conditions on the control variables:

The optimal direction of thrust is given by

and the power-limited constraint relating ve-

hicle mass loss rate _i to propulsion parameters

_+_,=0 (25)

The state variables are position and velocity
coordinates r and v, and the normalized vehicle

mass _[_(to)=l]. The control variables are
--)

the direction cosines of the thrust vector i and

ap is a normalized power parameter having the

value 1 during propulsion periods and 0 during

coasting periods. The control variable con-

straints may be written as

171- =o (26)
_.=0,1 (27)

The system parameter in this problem is O,

which is twic, e the kinetic power in the rocket

_=_/X (31)

where _ is the vector sum of the three orthogonal

Lagrange multipliers associated with Eq. (23)

and is generated by the 6th-order system of

differentiaJ equations

r
..

_+ (_. V)VV----O (32)

In addition, upon defining the switching func-

tion L to be generated by

(33)

The optimal conditions for coast and propulsion

are given by

{ L_O, ap= l _ (34)
L,_O, ap=OJ
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If c is considered as an unbounded control

variable then one finds that it is given by

c=k/_l. _ (35)

and the thrust acceleration by

a=fll, h/k (36)

where the constant k is determined by boundary

conditions. If c is a constant, it may be shown

that its optimal value as a system parameter
occurs when the condition

ftto' a_ (2L--_-_) dt=O (37)

is satisfied. For those eases in which the force

field potential V is explicitly independent of

time, it may be shown that a constant of

integration results and is given by

/t= vv (38)
c

where H is the Hamiltonian constant appearing

in Eq. (19). For further details the reader is

referred to Ref. 22 and 23. The system of

differential equations to be numerically inte-

grated is of the 15th order if Eq. (37) is included-

A slight reduction in order can be obtained

from additional constants of integration when

they are available (Ref. 22, 23). However,

Eq. (38) is usually not suitable for numerical
",t. --"

integration because of the h.r, but it does serve

as a check on the accuracy of tile integration.

This formulation has been applied to an inter-

planetary rendezvous mission from Earth to

Mars. Therefore, both the initial and final

positions and velocities are matched with the

heliocentric positions and velocities of the

planets. An inverse square force field model

using the mass of the Sun was used and the

planets were assumed massless. In these tra-

jectories neither the position on the orbit of

Mars (true anomaly) nor the transfer angle from

the Earth to Mars were specified; consequently,

two transversality conditions arise, and were

satisfied instead (Ref. 22). Accordingly, the
values of J which result are associated with

trajectories corresponding to launch and arrival

dates for which the Earth-Mars planetary con-

figuration is optimum. Figure 22-1 exhibits

the variation of J with heliocentric flight time

for three types of thrust programs and for two

sets of boundary conditions. Since the trans-

versality conditions guarantee only local ex-

tremal values in J, it is also possible to generate

local maxima as well. Although the curves in

Figure 22-1 correspond to trajectories with

optimum launch and arrival dates, the upper

set corresponds to synodic years in which the

position of Mars on its orbit is least optimum

(e.g., 1964) while the lower set corresponds to

the optimum orbital position (e.g., 1971).

Thus, these two sets of curves bound the values

of J which are available in any synodic year,

provided that optimum launch dares are used

within that year.
The three curves within each set reflect the

use of thrust programs with different con-

straints. Tile best performance is obtained

from the variable thrust program in which c is

an unbounded control variable and is depicted

by the No. 1 curves. In the No. 2 curves, c

was fixed, but its value and the resulting length
of coast were chosen so that Eq. (37) was

satisfied yielding.a minimum in J with respect

to c. Finally, in the No. 3 curves, no coast
was permitted and the fixed value of c was

determined by the boundary conditions. These

are also "minimum time" trajectories for a

given initial acceleration. From a study of

results such as Figure 22-1, one may accurately

assess the degradation in performance which
results from control variable constraints and

departures from optimal mission design. Figure
22-2 exhibits a 160-day Earth-Mars rendezvous

trajectory generated by using an optimal

constant thrust program with optimum coast.
The arrows indicate the direction of thrust.

We now turn to a more restricted thrust

program in which the direction of thrust is
--)

constrained to prespecified discrete values lf,

that is,
--) --)

l=l_ i=1,..., r (39)

Tile optimal control for this thrust program
will be established and the criteria for optimiz-

ing these prespecified thrust directions will be

developed. This constant-attitude thrust pro-
gram has a practical importance since it is

probably the simplest program which can be
executed by a Sun-oriented space vehicle.
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FIGURE 22-1.--J versus flight time for Earth-Mars rendezvous missions,
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\
\

FIGURE 22-2.--160-day optimum rendezvous trajectory

with constant thrust program, optimum variable
direction.

Upon applying the optimization theory to

this problem, one finds that Eq. (32-38) still

holds. By use of the maximum principle, how-

ever, the conditions for the optimal choice of
.-.)

l is given by
--) .-_ .-)

q-l*), x_>0 (40)

Thus, the optimal thrust direction at any point

along tile trajectory is that direction taken
...)

from the discrete set l_ which is most nearly
--)

parallel to X. This result is quite expected
since, in the unconstrained program, the opti-

mflm thrust direction is, by Eq. (31), along ),.

There remains the problem of optimizing the
--)

values of the prespecified thrust direction l_

which, in this case, is a system parameter opti-

mization process. It may be shown from Eq.
-.)

(16) that the condition for optimum l_ is given by

t _-_ a_fdt----Oa(kxl,)' i----1,..., r (41)
d t o

where the quantity az_ has the value 1 during
--) -)

those phases where l has the value It and zero

otherwise. This condition is also quite ex-

pected, since in the variable direction program,
--)

where l_ varies continuously, the integrand of

Eq. (41) is zero at every point along the

trajectory.

A series of two-dimensional Earth-Mars

rendezvous trajectories of the type correspond-

ing to the lower No. 2 curve of Figure 22-1 has
been generated using this constant-attitude

thrust program. In this case, two prespecified
thrust directions relative to the heliocentric

radius vector were allowed. These directions

were denoted by the angles F_ and 1"2, as indi-

cated in Figure 22-3. The choice of thrust

direction at any point on the trajectory is

determined by Eq. (40), and two directions

themselves have bcen optimized by satisfying

Eq. (41); thus J possesses a local minimum
with respect to FI and F2. Figure 22-4 shows

a 160-day trajectory using this program, and

the similarity with Figure 22-2 should be noted.

Figure 22-5 shows the variation of the optimal

values of 1"_ and F2 with flight time. Figure

22-6 shows the percentage excess in J which
results from the use of the constant-attitude

program instead of the optimally directed

program.
Finally, it. is interesting to investigate the

sensitivity of J to departures of the 1"_ from

their optimal values. It may be shown that

5J ao ft_' -)_' (42)51", #,(I . X--#L),_ .o a(Xxl)ar,dt

Figure 22-7 exhibits both the variation in J

and OJ/_)F_ with F_ for a 160-day trajectory.

This figure suggests that the sensitivity of J to
the choice of F_ in the vicinity of the optimal

value is not particularly critical. Similar con-

siderations also apply to F2.

O

_ SPACECRAFT .i!

 SUN......................................

FIGURE 22--3.--The constant attitude thrust direction.

In summary, it has been shown that the con-

stant-attitude thrust program with optimized

thrust directions is competitive in vehicle per-

formance with the optimal variabl_ direction

program. By the use of two optimized thrust

269



CELESTIAL MECHANICS A.ND

FXO_aE 22-4.--160-day optimum rendezvous trajectory

with constant thrust program, constant attitude.

SPACE FLIGHT ANALYSIS
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FIGURE 22-5.--Optimum FI and F= versus flight time.

directions, fixed relative to the radius vector,

the increase in J for rendezvous trajectories

departing near the optimum launch date is only
1 or 2%. Furthermore, the use of three or

more allowed thrust directions gains very little

in performance; the use of only one thrust

direction for rendezvous trajectories is gen-

erally extremely inefficient, and in many ca_s

the mission cannot be accomplished. For flyby

missions, the use of only one thrust direction

just slightly degrades the vehicle performance;

this is because the variation of the optimal

direction of thrust for typical flyby missions
is much less radical than in rendezvous missions.

From the computational standpoint, the varia-

ble direction thrust program is more conven-

ient, since in resolving the two point boundary

problem it is not necessary in this program to

satisfy the conditions of Eq. (41).

In view of the purpose of this NASA-Uni-

versity Conference and the need for better

trained people of high caliber in the fields of

systems optimization and optimal control

theory, it seems appropriate to include a sug-

gested outline for a year's course in this field.

Unfortunately, all too few universities have de-

veloped strong curricula in these fields, which

at this time are undergoing a dynamic and ex-

tensive growth. The course outlined below

seems suitable for the senior or first-year-

graduate levels. A list of texts which provide
a considerable source of material is also in-

cluded.

Course Outline for Optimization Theory

L Baelcgrou_d PreUmin,Tries

Continuity considerations, differentia-

tion, theory of maxima and minima,

method of undetermined Lagrange multi-

pliers, differentiation of integrals.

IL [ntroduetlon to the Caleu[u._ o/ Varla-
tions

The braehistochrone, minimum area of

revolution, geodesics, isoperimetrie prob-
lems.

III. The Necessary Conditions /or an Ex-
trem_l

Variational notation, basic lemmas,
classical derivation of the Euler-

Lagrange equations, Du Bois-Reymond's

derivation, first integrals of the Euler-
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FIGUP, E 22-7.--J, _J/'_F1 versus F1 for 160-day flight time.

Lagrange equations, Weierstrass-Erd-
man corner conditions.

IV. Generalizations

Multivariable analysis, higher deriva-

tives in the integrand.
V. Boundary Conditions

Fixed end points, natural boundary

conditions, end points on prescribed sur-
faces, transversality conditions.

VI. Variational Problema with Accessory
Conditions

Lagrange multipliers, finite accessory
conditions, differential accessory condi-

tions, isoperimetric problems.
VII. The BoZza, Lagrange, and Mayer For-

mulativns o/the Calculus o/Varia-
tions

The problems of Bolza and Mayer, the
equivalence of the problems of Bolza,
Lagrange, and Mayer. The multiplier
rule.

VIII. Additional Conditions/or an ExtremJ
Legendre's c o n d i t i o n, Weierstrass

E-function, Jacobi's condition.

IX. Variational Problems with Inequality
Co_ztraints

Bounded control variables, bounded

state variables, Pontryagin maximum

principle.

X. Ca_n_l/u_ o/Variations and the Di/feren-

tial Equations o/ Mathematical

Physics

Hamilton's principle and Lagrange's

equations of motion, Hamilton's equa-

tions, canonical transformations, Hamil-

ton-Jacobi differential equation, Schrb-

dinger equation, Fermat_s principle,

vibration problems, Sturm-Liouville

problem, Rayleigh-Ritz method.

XI. Methods o/Numerical Solution o/Varia-
tion Problems

The two-point boundary value prob-

lem, methods of steepest descent% dy-

namic programming, indirect methods:

search method% adjoint variable tech-

niques.

271



CELESTIAL MECHANICS AND SPACE FLIGHT ANALYSIS

XII. Appl/e_rt_On8 tO Space F1/ght Optz_m_a-
tlon

Optimal rocket trajectory analysis

with impulsive and continuous thrust

propulsion systems, the effect of con-

straints on payload optimization, system

parameter optimization, guidance theory

along extremal paths.

Texts

BELLMAN, R., Applied Dynamic Programming, Princeton University Press, Princeton, 1962.

BLISS, G., Lecture on the Calculus of Variations, The University of Chicago Press, Chicago,

1946.

BOLZA, O., Lectures on the Calculus of Variation, G. E. Stechert and Co., New York, 1946.

COURA_a', R., Methods of Mathematical Physics, Vol. I, Intersctence Publishers, Inc., New

York, 1953.

HILnERRAYD, F., Methods of Applied Mathematics, Prentice-Hall, New York, 1952.

LEITMANN, G. (ed.), Optimization Techniques, Academic Press, New York, 1962.

PONTRYA01_, L. S., et al, The Mathematical Theory o[ Optimal Processes, Wiley, Inter-

science Division, New York, 1962.

"_IVEINSTOC1K, n., Calculus o[ Variations, McGraw Hill, New York, 1952.
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Introduction

By John T. Mengel

This morning's session is concerned with four

typical areas of the field that is receiving the

major impact of many of the sessions you at-

tended'yesterday. The acquisition of data from

spacecraft, and the processing of this data into

a form suitable for the spacecraft experimenter

to make adequate and detailed analyses and
deductions. The four areas to be covered are

orbital data processing, scientific flight data ac-

quisition and processing, meteorological satel-

lite data processing (as typical of all applica-

tions satellites) and data acquisition from

planetary spacecraft.
All of these areas have one problem in com-

mon: As spacecraft and experimental capabili-

ties increase, d_ta acquisition and data process-

i_g problems increase at a terrifying rate. As

oversimplified examples of this increase, let me

mention the following facts : In the initial satel-

lite period, 1958 and 1959, we had 11 scientific

satellites, whose bandwidths were 10 to 30 kc,

and which required only manual reduction to

provide analog strip charts to the experimenter.

In the 1960 and 1961 period_ there were 13

satellites, with bandwidths now to 100 kc, for

a total of about 26 x 10 ° data points. These are

currently being reduced automatically. In the

next two years, 1962 to 1963, there are 37 satel-

lites-launched or planned--with telemetry

data bandwidths to 300 kc and some TV type

channels to 3.5 Mc, for a total of about 18 x 101_

data points.

Another example--from the daily operational

status reports provided each morning on our

network status. A typical report of last June

2, 1962, indicated six satellites being tracked, 3

of which were giving 13'20 minutes total of te-

lemetry data per day.

A similar report for October 31, 196'2, shows

13 satellites being tracked, nine of which are

giving a total of 467'2 minutes of telemetry

coverage per day.

With that background, I present your first

sleeker, Dr. Joseph W. Siry.
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By Joseph W. Siry

Dm JOSEPH W. SIRY i,_ Chic/o/the Theory and Analysis Staff, Tracking arm
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began his career in space research with the Natal Research Laboratory, where

he headed the Theory and Analysis Section o/ the Rocket-Sonde Research

Branch, and later that same branch o/the Vanguard program. Dr. Siry has

served as Executive Secretary o/ the Upper Atmosphere Rocket Reseazch

Panel's Committee/or the IGY and as the U.S. representative to international

geophysical meetings in Russia and Finland. Ite receh, ed his B.S. degree in

Physics/rom Rutgers University and his M.A. and Ph. D. degrees in Mathe-

,matics from the Un;versity o/MaiTland, tie is a member o/ the Inte_natlonal

Association o/ Geomagnetism, American RocTcet See/cry, Sigma Xi, Amerl-

can Mathematical Society_ American Astronomical Society. He received the

Arthur S. Fleming Award in 1960.

INTRODUCTION

Orbit determination for artificial satellites

and spacecraft has developed upon the founda-

tions laid by university research workers over
the centuries. Elaborate theories have been de-

veloped to cope with the problem of d_ter-

mining the orbits of the planets and of their
natural satellites. Modifiee, tions of these

theories have been developed in order to make

them applicable to some of the special problems
associated with the orbits of artificial satellites.

The fundamental problem of orbit determina-

tion is that of comparing theories such as these
with observational data obtained from satellite

tracking stations. Various aspects of this

problem are indicated in Figure 23-1. Prep-
arations for orbit determination for the satel-

lites to be launched during the International

Geophysical Year were based upon the assump-

tion that the principal perturbations would
be due to the earth's oblateness and its

atmosphere.

Satellites are slowed down and lose energy

due to the aerodynamic drag force which is en-

countered primarily in the neighborhood of

perigee. _qaen a satellite loses energy, its or-

bital period decreases. Thus, the observed

decrease in the period of a satellite orbit can be

interpreted in terms of atmospheric density in

the neighborhood of perigee. It. was thought

prior to the IGY that the atmospheric density

varied with height_ but. not significantly with

latitude, longitude or time. Measures of air

density were available from the sounding rocket

programs pursued prior to the IGY. The IGY

orbits were to have perigee altitudes of about

200 miles and apogee altitudes of about 1400

miles. This perigee height was selected since it

would permit the study of atmospheric density

in the region near 200 miles altitude, which was

above the level for which the sounding rocket
data were available.

The satellites were designed to be spherical.

The effective cross-sectional area presented to

the aerodynamic flow would thus be constant

and predictable, even though the satellite's atti-

tude or orientation would not necessarily be

known.
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FI<_URE 23-1.--Orbit determination.

The inclination of 35 ° was the maximum

which could be achieved safely with the

launching rocket vehicle _stems then contem-

plated.
Orbit determination systems have been

called upon to do many things since the space+
age began. There is always interest initially in
the early eztimates of the principal orbital pa-
rameters such as the period, the perigee and
apogee heights, and the inclination. In addi-
tion, it is necessary to provide accurate predic-
tions for the tracking and data acquisition
stations in order to insure that additional

tracking and telemeit T information will con-
tinue to flow into the data gathering and proc-
essing systems. General viewing predictions
also provided for satellites which can be seen
visually by observers around the world. It was

also necessary to furnish detailed ephemerides
for the experimenters ++'hose instruments op-
erated in the IG¥ scientific satellites. Infor-

mation consisting of the longitude, the latitude
and the altitude of the satellite at each minute

of its active radio lifetime is normally furnished
to each scientist conducting an experiment with
satellite-borne instrumentation.

It was anticipated that analysis of satellite

orbital tracking data would yield new informa-
tion concerning air densities and the shape of
the earth. In particular, it was hoped that it
would be possible to obtain more accurate meas-
ures of the oblateness of the earth.

Orbit (Ietermination includes the aztalysis of

the tracking system which is used to furnish
the data upon which the ephemerides and

analyses are based. Accordingly, it was antici-
pated that important information about the
tracking system would be derived from the

orbit determination program.
These, then, were and still are the principal

_pects of the science of orbit determination.

As the space programs have become more so-
phisticated and complex, a number of facets of
orbit determination have developed corre-

spondingly.
A number" of surprises were in store for those

analyzing orbital data as they sought to glean
geophysical information. For example the very
first satellite showed that the atmospheric den-
sity was greater than previously supposed by a
factor of the order of five. The oblateness of

the earth was found to be significantly different
from the estimates obtained on the basis of

geodetic information. A number of additional
geophysical discoveries were made. Some of
these are indicated in figure 23-2. For exam-

FIGURE 23--2.--Environment factors affecting orbit

determination.

ple, it was learned from orbital information
that the earth is actually pear shaped. Quan-
titative information has now been obtained

about a number of the zonal harmonics of the

earth's gravitational field. Further studies
have also begun to shed more light on the ellip-

ticity of the earth's equator. A number of new
and important discoveries were made concern-

ing the earth's atmosphere, using orbital data.
It was found that the atmosphere actually

bulges on the side of the earth which faces
toward the sun. The bulge effect is greatest in

longitudes that correspond to the early after-
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noon hours. This was discovered by observing

that the satellite orbital period decrements, and

hence the corresponding atmospheric densities,

increased as the perigees of elliptical satellite
orbits moved from the dark side of the earth

around toward the bulge. In addition, it was

observed that the atmospheric density actually

increased rather sharply shortly after certain

types of solar flares were observed to occur on

the sun. This is indicated in figure 23-3. In

addition to specific changes in atmospheric den-

sity in response to individual solar events, a

general correlation was found to exist between

solar activity and atmospheric density at high

altitudes. The active regions on the sun are

not homogeneously distributed with respect to

longitude. They occur more frequently in some

solar longitudes than in others, for example.

These clusters of active regions rotate with the

sun, whose rotational period is 27 days. It has
been found that the atmospheric density at high

altitudes varies with a period of 27 days, and

that the correlation with solar activity is

marked. This correlation is more pronounced

in the neighborhood of the atmospheric bulge.

The pressure of radiation upon a satellite is

small and is often considered to be negligible.

Acting over a long period, however, it does pro-

duce a detectable effect, even upon the orbit of

an ordinary satellite. Radiation pressure can

result in a significant perturbation of the orbit

in the case of a low-density satellite such as

Echo. Lunar and solar perturbations can also

be observed, even on the orbits of close earth
satellites.

Thus, there has been an unfolding panorama

of changes in the natural environment as it
affects satellite orbit determination.

As the space programs have evolved, numer-

ous decisions were made concerning the design
of the satellite and the orbit. A number of

these had important effects upon the problem of

FI(_URE 23-3.--Variable atmospheric drag effects on satellite orbits.
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FIOVRE 23-4.--Mission factors affecting orbit determination.

orbit determination. Some of them are indi-

cated in Figure 234. For example, the origi-

nal desi_s called for spherical satellites.

Shortly after the space age began, however,

long, slender cylindrical satellites were put into

orbit. These were tumbling satellites whose
orientation was not known. Accordingly, the

effective cross-sectional area which they pre-

sented to the aerodynamic flow was not known

or predictable. This complicated the problem

of predicting the satellite's future position. It

also rendered more difficult the interpretation
of satellite deceleration data in terms of atihos-

pheric density. The Echo satellite had a much

lower areal density than any of its predecessors.

As a result, even though it was launched into a

nearly circular orbit at a height of about 1000

miles, it was significantly affected by atmos-

pheric drag. In addition it was affected in a

striking way 'by radiation pressure. The radia-

tion pressure effect, barely discernable for ordi-

nary satellites, produced a depression of Echo's

perigee of literally several hundreds of miles.

The variat ion of the perigee and apogee heights
of Echo due to this effect can be seen in Fig-
ure 23-5.

Many of the orbits themselves varied signifi-

cantly from the type initially planned for the

IGY. For example, the orbit of Explorer III

had an unusually low perigee height of about

117 miles. The low perigee of Explorer III

resulted in an extremely large drag.effect. The

period deceleration was of the order of a thou-

sand times greater than that which was en-
countered in the case of other IGY satellites.

The fit_t Tiros satellite, designed to obtain new
information about cloud cover and weather,

brought new problems fi'om the orbit determi-
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FI6URE 23-5.--Radiation pressure effect on ECHO orbit

dete mn Ined.

nation standpoint. The orbit of this satellite

was very nearly circular. This meant that cer-
tain orbit determination theories, which had

been developed originally for the elliptic satel-
lite orbit case, had to be modified appropriately
to handle this type of orbit..

Following the initial scientific satellite
studies, interest grew in the regions well beyond
the immediate neighborhood of the earth. Ac-
cordingly, high apogee satellite orbits were

planned. Explorer VI, for example, was
launched into an orbit having an apogee height
of about 24,000 miles. This was followed by

Explorer X, whose apogee was at 180,000 miles
from the earth, or three-quarters of the way to
the moon's orbit. In this satellite, the experi-

mental equipment operated until the satellite
reached the neighborhood of apogee on the first

orbit, or for a period of approximately two
and a half days. Explorer XII was launched
into an orbit having an apogee of about 48,000
miles. Its experimental equipment operated
for over three months. The orbit of each of

these satellites was significantly affected by the
lunar and solar perturbations. Accordingly, it
was necessary to include the effects of these

gravitational forces in determining the orbits
of these new high-apogee satellites.

The original IGY plans called for a satellite
with an active life of about a fortnight. As
the useful lifetimes of satellites increased, and

the periods over which their orbits were deter-
mined increased correspondingly, it became

customary to determine orbits on a weekly
basis. This meant that differential corrections

were performed each week, using the data
covering a one week interval. The orbit deter-
mination theories were adequate to handle this
type of orbital time span. These separate arcs
were discontinuous. The minimum distances

between them in the regions where they over-
lapped were of the same order as the uncer-
tainities in position in the individual arcs, how-

ever. Thus, a piece-wise continuous repre-
sentation of the orbit could be obtained by

means of a sequence of week long orbital arcs.
For certain purposes, however, the precision
obtained in this way was not sufficient. For ex-

ample, in carrying out certain types of mag-
netic experiments in satellites it was found to
be desirable to obtain a truly continuous repre-
sentation of the orbital path over the entire
active lifetime of the satellite. This was done

in the case of the satellite Vanguard III, for ex-
ample. In this case the orbital arc considered
had a duration of approximately a quarter of a

year. New theoretical methods had to be de-
veloped to handle this type of case. Some in-
dication of the severity of the problems asso-
ciated with orbital arcs of this length can be

had by recalling that classical astronomy deals
with observations of the planets extending back
about two centuries. A close earth satellite

completes as many orbits in a fortnight as a
terrestrial planet does in two centuries. On
this basis a quarter of a year for the close earth
satellite corresponds to more than a millenium
for a terrestrial planet. The difficulties were
further increased due to the fact that atmos-

pheric drag force is an important one for arti-
ficial satellites, whereas forces of this type are
not nearly so significant for the planets and
their natural satellites. These new, long
orbital arcs required new theoretical develop-
ments.

At the other end of the scale, considerable
interest has been focused on orbits lasting only

a quarter of a day, such as those encountered

in Project Mercury, for example. The original
Project Mercury mission involved the comple-
tion of three orbits of the earth by the astronaut.

Some of the theoretical problems associated with
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long arcs were not present in this case. O11 the
other hand, however, a number of additional

problems had to be considered, in view of the
fact that the astronaut's safety was at stake.

Special measures had to be taken to insure that

adequate information concerning the orbit and

the trajectory was available at all times from

the moment the launching rocket left the pad

until the capsule returned to the surface of
the earth in the recovery area. In order to in-

sure that adequate supplies of tracking data
were available to meet this objective, extensive

use has been made of radar tracking systems. A

network was established consisting of some ten

radars which were capable of traekLng the Mer-

cury capsule during its first orbit. The first
of these radars tracked the Atlas rocket as it

left the lamlching pad and traversed the satel-

lite launching traj_tot% As the satellite cap-

sule was projected into orbit, it could actually

be tracked by two such radars. These radars

were capable of obtaining ten complete sets of

measures of range, azimuth and elevation each

second. These radar measures were of high pre-

cision. Thus, within less than a minute after

the Mercur 3+ satellite entered its orbit, sufficient
information was available to determine whether,

in fact, the s_tellite actu.tlly was in orbit and,

further, whether the orbit was satisfactory from

the standpoint of the minion objectives. This
information had to be available on this time

scale in order to permit the making of the vital
decision as to whether the mission should be

continued, or whether the manned capsule

should be brought safely back to earth hi an

emergency reeovel 3- area in the Atlantic Ocean.

Once in orbit the Mercury satellite was tracked

again and again by means of precision radars,

each of which was capable of obtaining, by it-

self, enough information to permit the determi-
nation of an accurate orbit. In all, ten such

radars tracked the l_fereury capsule during its

first orbit, as is indicated in Figure 23--6. The

handling of this tracking information and the

i
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FI6URm 23-6.--Project Mercury.
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making of the critical recommendations con-

c,erni,ng go and no-go decisions on a real time

basis requires the development of extensive com-

puter program systems. These must be capable

of rapid, precise orbit determination. This in-

cludes the assessment of the accuracy of the in-

coming tracking data, the determination of the

orbital elements, the prediction of the satellite's

position in order to permit acquisition by radars,

and the making of critical recommendations in-

volving the go, no-go decisions, the time at
which the retro rockets should be fired to cause

re-entry into the desired recovery region, etc.

These programs nmst all be properly connected

in the master, overall Mercury programming

system so that they will operate automatically
in the real-time situation.

This type of orbit determination operation is

in marked contrast to the type conducted for
scientific satellites. Scientific satellites are

normally tracked by means of the Minitrack

system, which operates using the principles of

radio interferometry. As a scientific satellite

passes over a Minitrack station, measures are

obtained giving the direction from the Mini-
track station to the satellite. No range in-

formation is obtained during such a tracking

pass. The Minitrack system utilizes fixed-
beam antenna installations. These have several

advantages. They do not require special acqui-

sition aids, as do radars of the Mercury type.

They will track automatically whenever the sat-
ellites enters the antenna beam. The Minitrack

system can operate using an extremely light
transmitter in the satellite itself. Scientific

satellites are generally much smaller than their

manned counterparts. The original IGY satel-

lites, for example, weighed about 20 pounds,

whereas the Mercury capsules weigh more than

a ton, or over a hundred times the weight of the

original scientific satellites. In fact, in the

Mercury Capsule, the weight of the tracking

equipment alone is greater than the end(ire

weight of America's first scientific satellite.

Even though the weights involved are different

by approximately two orders of magnitude, the

Minitrack system for tracking scientific satel-

lites is capable of great precision. In general,

however, weight is traded for the rate at which

tracking information becomes available to the

central computing system. Ordinarily, a sci-

entific satellite is observed roughly once per or-

bit. Hence, it is necessary to observe the satel-

lite over a time interval corresponding to three

or four orbits before reasonably good orbital in-
formation can be obtained. This is in marked

contrast to the Mercury tracking system which

is capable of providing accurate orbital infor-

mation on the basis of a single radar pass.

These two types of orbit determination opera-

tions require quite different approaches from

the analytical, mathematical, and computing

standpoints.
Still a different array of techniques is used to

track high-apogee satellites. Satellite orbits

extending out to distances of ten earth radii or

so have dynamical properties which are sig-

nificantly different from those of close-earth
satellite orbits. For example, once a satellite
is more than a few earth radii from the earth,

its rate of angular motion is slow. Accord-

ingly, angular tracking systems are less appro-

priate here than they are for close-earth satel-

lites. The range and the range rate of a high-

apogee satellite are, however, changing ap-

preciably over most of the orbit. Accordingly,
it is desirable to measure these quantities. It is

for this reason that doppler and ranging sys-

tems have been developed for tracking space-

craft travelling out toward the moon and deep

into space. The Goddard orbit determination

system has utilized data of this type in deter-

mining orbits of satellites and spacecraft. A

new range and range rate tracking system is

presently being developed by Goddard especi-

ally for use in tracking high-apogee scientific

and applications satellites in the forthcoming

OGO and Syncom programs.

The present Goddard orbit determination

system now in operation includes the basic ele-

ments of the type de_ribed earlier. In each of

the principal areas, however, there has been a

significant increase in the complexity of prob-

lems to. be considered and a corresponding

increase in the complexity of the theories and the

computer programs developed for orbit deter-

mination. This is indicated in Figure 23-7.

For example, the original system was designed

to use Minitrack data primarily. At the

present time the system is capable of using

many different types of data including not only
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Fmv_ 23-7.--Orbit determination.

Minitrack data but also the Mercury radar

tracking data referred to earlier, Baker-Nunn

precision optical tracking data, data from a

number of doppler_ range and range rate sys-

tems, and data from the Deep Space Informa-

tion Facility developed by the Jet Propulsion

Laboratory of the California Institute of

Technology.

In the theoretical area, the original modifica-

tion of Hansen's theory developed to apply to
the close-earth satellite case is now but one of
a number of different theoretical methods

available for use in the Goddard general orbit

determination system. Some of these are in-

dicated in Figure 23-8. A numerical integra-
tion method is also available. Some refine-

ments have been added to this method in order

to permit control of the buildup of round-off

error. A new method developed by Prof. Brou-

wer of Yale University is also in extensive use.

The method of variation of parameters is also

used to handle special problems arising in con-

nection with high-apogee satellites, satellites

peI_urbed significantly by radiation pressure,

etc.

The environment now is clearly recognized

to be far more complex than had been suspected

at the time the space age began. The Goddard

orbit determination system now takes into ac-

count the many new types of perturbations re-
ferred to above. Modifications have also been

incorporated to de;ll with the many types of

satellites, the differem _ypes of orl)its and the
various orbit interwtls discussed above.

Orbit determination objectives have become

more numerous in response to the increasing
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FIGURE 23-8.--Orbit determination theories.

needs of the space programs. The problem of

determining initial orbits has grown more com-

plex as the launching trajectories and the orbits
themselves have become more varied and com-

plex. Antenna pointing predictions must now

be furnished for a wide variety of antenna sys-

tems including not only those which are based

on direction cosines, azimuth and elevation, and

right ascension and declination, but also those

which are based on hour angle and declination,

prime vertical angle and meridian axis angle,

and meridian angle and prime vertical axis

angle. Some of these antenna systems are indi-

cated in Figure 23-9.

It is also necessary to furnish predictions

with a much greater degree of precision than

was necessary heretofore. For example, in

the case of Project Echo, the satellite was

tracked by means of large 84-foot dishes operat-

ing st frequencies in the neighborhood of 2300

megacycles. The beam width of such an anten-

na system is extremely narrow. The problem

was further compounded by the fact that one

of the operations involved the simultaneous

pointing of two such dishes at the satellite.

This mode of operation further decreased the

RANGE DIFFER!

DOPPLER
RANGE RATE
EXPLORER VI

FIGURE 23-9.--Various types of tracking data.
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effective beam width of the combined two-

antenna system. The beam width of this com-

bined system was approximately 0.15 degrees.

Accordingly, it was necessary to furnish point-

ing predictions with this accuracy. The anten-

na systems used in Project Echo were not all

capable of automatically tracking the satellite.

It was necessary actually to point them at the

satellite by means of drive tapes generated by

the Goddard orbit determination system. These

drive tapes were used to point the large antenna

systems at the satellite from opposite coasts of
the United States. This method was used to

transmit messages from President Eisenhower

and Senator, now Vice-President, Lyndon B.
Johnson across the continent via the Echo satel-

lite. This is indicated in Figure 93-10. Be-

cause of the large and unpredictable effect of

atmospheric drag upon the orbit and position of

Echo, it was decided to redetermine the orbit

each day on the basis of the latest tracking

information during critical operations. It was

found that it was possible, using this approach,

to predict the position of the Echo satellite with

an accuracy of 0.15 degrees for periods up to a

day in advance. On the same basis it was found

possible to predict the position of more dense

satellites such as Tiros with an accuracy of 0.1

degrees. Greater accuracy was possible in tlm

case of these latter satellites due to the fact they

are perturbed to a nmch smaller degree by the

variable and unpredictable atmospheric drag

forces. Since Echo was easily visible to the

naked eye, great interest was shown in observ-

ing this satellite by people all over the world.

It thus was necessary to predict the times at
which Echo would be visible from cities around

the world. Some of the cities for which Echo

Fm[m_ 23-10.--Antenna pointing predictions,
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FIOtTa_ 23-11.--Cities for which Echo predictions were computed.

predictions have been made are shown in Figure

23-11. Many of you may have seen and

actually used such predictions which frequently

appear in our local newspapers. Predictions

of this type are furnished continuously for

literally hundreds of cities around the world by

the Goddard Computing Center.

Many scien_tific experimenters are now in-

terested not only in the positions of their satel-

lites in geographic space but also in the mag-

netic parameters of the satellite environment.

In such cases it is customary to give the Green-

wich time, the satellite position in terms of geo-

graphic latitude, longitude, and height, as well

as the magnitude of the magnetic field vector
and three components of this vector. In addi-

tion, certain other geomagnetic quantities of

interest to particular experimenters are deter-
mined and furnished along with the other

ephemeris information. For example, the co-

ordinates of the satellite in B-L space are pro-

vided for experimenters studying the radiation

belts, both natural and artificial.

The attitudes of satellites such as Tiros are

determined on the basis of data obtained from

special horizon sensing equipment mounted in
the satellite. Detailed information concerning

the attitude histoI T of such satellites is also
furnished in addition to the basic ephemeris in-

formation for use by certain experimenters.
Scientific research results of a number of dif-

ferent types have been obtained from detailed

and definitive analyses of orbital tracking data.

The contributions of Vanguard I in this con-

nection, indicated in Figure 23--12, are especially

notable, since this satellite contained no experi-

mental apparatus, per se. All of the Vanguard
I research results have been achieved through

orbit "analyses. New measures of the eal'th's
oblateness were obtained uNng the Vanguard I

orbital data. The earth was discovered to be

pear shaped on the basis of Vanguard I orbital
inforanation. The atmospheric bulge and the

correlation of atmospheric density with solar

activity were discovered by means of Vanguard

I tracking data. Solar radiation pressure el-
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FIOURE 23-12.--Vanguard I scientific research results

from orbital tracking data.

fects were first calculated in a definitive way for
the Vanguard I satellite. A new measure of the

scale of the solar system itself was obtained
through analysis of the doppler obsem, ations
obtained from Pioneer V. This spacecraft was
launched into an orbit around the sun which
carried it toward the orbit of Venus as is indi-

cated in Figure 23-13. It was tracked to the
unprecedented distance of more than 20,000,000
miles from the earth. Careful analysis of the
doppler tracking data from this satellite yielded
a new measure for the value of the astronomical

unit, which corresponds to the mean distance of
the earth from the sun.

The accuracy with which orbits are deter-

mined has steadily increased through the years.
At the present time the uncertainty in a satel-
lite's position as determined on the basis of Min-
itrack observations is of the order of 100 seconds

of arc. The moon is approximately 1800 sec-
onds of arc in diameter. Accordingly, the un-
certainty of a satellite position in terms of di-
rectional or angular information corresponds to
about 1/18th of the diameter of the moon. The

corresponding uncertainty in satellite position
for satellites at a mean distance of the order of a
thousand kilometers is of the order of half a

kilometer. This is comparable to the accuracies

with which the positions of sounding rockets
were known during the period _fore the IGY.
The present precision of orbital information
represents an increase of approximately an
order of magnitude in accuracy over that which

was achieved in the early days of the IGY.

Analyses and inter-comparisons of different
types of tracking systems have been conducted
as new systems came into operation. It has
been found, for example, that the Minitrack and
Baker-Nunn tracking systems give consistent
results.

A number of new, interesting orbit determi-
nation problems have arisen in connection with
some of the newer NASA programs. In the
future, it is planned not only to determine the
orbits of satellites and spacecraft but also ac-

tually to control and to change them. Project
Gemini planners, for example, contemplate the
bringing together of two satellites in rendezvous
operations. In general the orbits of the two
satellites will differ initially. It will be neces-
sary to determine the orbit of each of these sat-
ellites precisely. It will then be necessary to
determine what changes should be made to the
orbits of one or the other or both of the satel-

lites in order to bring the two satellites to-

gether. Once the two satellites have been
brought reasonably close to each other, the
astronauts will take over and guide the satel-

lites during the terminal phases of the
rendezvous.

A number of new theoretical problems arise

in connection with orbit determination systems

now under development. The unsolved prob-
lems of principal interest currently are associ-

ated with the perturbative forces indicated in

Figures 23-9 and 23-14. General perturbation

theories have been developed which represent

the zonal gravitational harmonics. It is desir-
able to extend these theoretical developments

to treat the other types of perturbations indi-

f SUN

F_ov_z 23-13.--Scientiflc research results from orbital
tracking data--size of solar system determined.

290



DATA PROCESSING FOR ORBIT DETERMINATION

cared in Figure 23-14. There is also interest in

further development of special perturbation

orbit determination systems as they apply to

lunar orbits and trajectories. These problems

being of a theoretical nature_ lend themselves

especially well to cooperative efforts involving

both NASA centers and universities. NASA

is already working closely with university

groups in tackling them. NASA and Goddard

are looking forward to continued and extended

cooperative efforts involving Goddard and uni-

versity research institutions.

FIOURE 23-14.--Orbit determination.
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INTRODUCTION

The world is becoming increasingly familiar

with satellites of many types. Reference is

made in the title of this paper to "scientific satel-

li'tes" and it might well be asked "At this point
aren't all satellites scientific?" This is true.

Each in its own way, within its capability, con-

tribu_es to the body or wealth of .scientific

knowledge. The distinction is, primarily, one
of intent and emphasis. A scientific satellite
is one whose intended mission is the extension

of man's scientific investigation into space. It

normally will carry modified or follow on ex-

perimental apparatus to tha't which he has been

using on Earth. However, new instrumentation
is not excluded.

The conditions of this investigation in space
are somewhat different from the Earth-bound

situation. The first difference lies in the fact

that the satellite when placed in orbit follows

a path through space (as opposed to sounding

by rockets as controlled cruising in space) and

control of the environment for any experi-

mental measurement from _t standpoint of either
location or the elimination of unwanted disturb-

ances is not possible. The second is that oper-

ation of the experimental apparatus must b_ ac-
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complished over great distances. Because of
these two facts experimental investigation in

space is carried on in something less than ideal

circumstances from the viewpoint of the experi-

menter. Our iob is to make conditions more

ideal. As on Earth, the satellite environment

requires the orderly and careful collection of
data. The result is that somewhat greater
amounts of data are obtained in order to insure

samplings at the desired position, and the ex-

perimental apparatus is exposed to a somewhat

greater range of conditions.
The successful execution of the mission for

a scientific satellite includes the acquisition and

processing of the data collected. In order to
deal with the difficulties mentioned above, to

reconstruct as nearly as possible the environ-

ment of a particular measurement and to place

in the experimenters hands intelligible, read-

able, legible, timely data taken where, when
and in form desired, it is necessary to provide

the following functions: (1) the satellite must
be tracked so that its position can be accurately

determined and predicted; (2) both the satel-

lite and the experimental apparatus must be
commanded to execute control; (3) the data

must be telemetered to the ground ; (4) the data

must be processed in order to remove the in-
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fluenee of the transmission medium and the

telemetry system (calibration and lineariza-

tion) and; (5) the data must be analyzed for
its information content. Each of these func-

tions is greatly dependent upon the others. No

single function can be ignored or performed in-

adequately without jeopardizing the entire
mission.

DATA ACQUISITION

The tracking, command and telemetry func-

tions are the essential parts of data acquisition.

A geographically distributed network of sta-

tions for this purpose has been established. Dr.

Siry in his paper has provided information on

the tracking problem, especially in the area of

satellite predictions which are very germane to

the data acquisition problem. In figalre 24-1
is shown a block diagram of the essential func-

tional elements of a data acquisition station. A

typical sequence of operation might be as fol-
lows. After contact is established with the

satellite on the basis of the tracking predictions,

the telemetry data would be received, condi-

tioned, synchronized and displayed in order to

determine satellite status. Immediately follow-

ing this, commands would be initiated to es-
tablish the desired conditions in the satellite

data handling system and to initiate playback
of the scientific data either in real-time or from

a storage media. If the satellite makes use of

a stored command sequence for out-of-contact

operation it would be inserted and verified at
this time. For the remainder of the contact a

variety of data operations would be undertaken

to obtain further data or to exercise the expert-

RE. FACILtTES
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I COMMAND
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FIGURE 24-1.--Data acquisition station.

COMMANDFUNCTIONS

F SINGLEFUNCTIONON-OFF

T_ SATELLITEADDRESS
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TIME OF EXECUTION

m

_ INSERTIONOF DATA

FIGURE 24-2.--Command scope.

mental apparatus for calibration or diagnostic

purposes. The role of time is shown by the
block marked "time standard." Correlation of

the time of occurrence of any specific measure-

ment with its position as measured by the track-
ing data is accomplished on a time base, this

base is provided by the block labelled "time
standard." As shown, all of the data is recorded

on magnetic tape so that it may be sent to the

Central processing facility.

The requirement in the command area is de-

pendent upon the complexity and sophistication

of the satellite and the experimental apparatus

which it carries. It is through the command

system that explicit and detailed manipulation

of the spacecraft and its scientific payload is

possible. Reliable unambiguous control is

essentiaL. In figure 24-2 is shown the scope of

command requirements from simple satellite on-

off to full insertion of operational data. Each

element provides for greater flexibility and

capability. Early satellites used a simple on-off

command, if any, in order to conserve power,

etc. As satellites become more complex and it

became possible to program their operation both
in real-time and in noncontact time due to the

use of tape recorders or other storage media,
additional detail and refinement of command

capability was required. At the present time

systems over the full range of command capa-

bility are being designed.

The primary means of communication from

the satellite to the ground station is through

the telemetry system. This link carries all of
the scientific data as well as information con-
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cerning the status and operation of the orbiting

equipment. Primarily, two types of telemetry

are handled by the network. The first and old-

est of these is the Goddard pulse frequency

modulation (PFM) system which originated

with the Vanguard program and has been very

useful where compact size, low weight and low

power consumption were essential.

The second is the pulse code modulation

(PCM) system which will be used very ex-

tensively beginning in the next year. Standards

for both of these systems as applied to scien-

tific satellites have been prepared by the God-

dard Space Flight Center. The specific design

of the telemetry system is a function of the

satellite requirements. A diversified capability

in the ground system is a necessity. In figure
24-3 is shown a summary of the characteristics

of a typical telemetry station in the network.

In most cases, nominal or approximate figures
are shown. Considerable variation in each

area and in combining of parameters is possible

depending upon the particular station used, and

the type of transmission, data rate, etc. required

by the satellite. The use of 1700 megacycles for
video transmission shown in the figure is not a

general network capability as yet; it will gen-

erally be used for TV and similar applications.

The quality of data transmission is very de-

pendent upon satellite systems design and

ground system parameters. As shown in figure

24-3, large, high gain antennas are used where

possible. Figalre 24-4 is a view of an 85' an-
tenna. Three such antennas are installed or

planned at the present time for Alaska, North

_(_ TYPE NOMINAL :N
_ ANTE ANTE FRED. BAND- MOD. =

TYPE GAIN NOMINAL) WITH TRANS. DATA -_
_ [APPRDX_] RATE ___i

_: 136 mc 1 MC AM/F'M/PM PFM/PCM PCM-

YAGI 15db.- 200 KPS

ARRAY 25db, PFM-
PFM/PCM 50

400 mc 1 MC AM/FM/PM VIDEO SAMPLES -

z: PA - SECOND
BOLIC 35db- VIDEO- ]_

DISH 45db. 1700mc ---AM/FM/PM VIDEO SYSTEM
--_ PARA.

FmuRz 24-3.--Telemetry systems characteristiCs.

FIOURE 24-4._85 foot antenna at Alaska.

Carolina and the Western Pacific. Smaller

dish antennas of approximately 40 feet dia.

will be installed at South Africa, Chile and
Australia. The use of these antennas combined

with signal conditioning techniques help to

overcome the difficulty of varying and/or poor

signal-to-noise ratios.

The function of signal conditioning is shown

in figure 9_4-1 as the telemetry conditioning and

synchronizing block. Although the scientific
data is recorded prior to passing through this

unit, it is essential that sufficient data be

processed and displayed at, the station so that

performance of the overall system including

the satellite equipment can be monitored. This

information together with instructions and

ground rules provided by the experimenter are
used to determine and formulate the command

program. A very complex spacecraft such as

the Orbiting Geophysical Observatory or the

Orbiting Astronomical Observatory requires

complex and extensive instrumentation includ-

ing ground computers, in order to accomplish

these functions. For less sophisticated satel-

lites many of these functions are provided by

the on-site operator. In figure 24-5 is an in-
terior view of one of the network stations show-
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FIGURE 24-5.--Inside view of telemetry station.

ing equipments used to fulfill the functions dis-

cussed. This instrumentation is typical of that
used for the smaller scientific satellites.

DATA PROCESSING

The volume of data obtained from scientific

satellites can be, and quite often is, very large.

The variety in this data is limited in scope only
by the ingenuity and inventiveness of the ex-

perimenters. Since the objective is the extrac-

tion of quality data, and not the test of system

capability near its threshold, signals of "good

or better" signal-to-noise ratio are demanded.

This may be achieved by a general overall im-

provement of the comnnmication system and/

or the use of signal conditioning and enhance-
ment such as indicated above. It is still neces-

sary for the processing system to deal with

signals of marginal SNR. This, of course,

greatly complicates the overall processing pic-

ture in that uncertainty as to data results and

difficulty in processing causes multiple reproc-

essings of the same data. An example of low

SNR signal input, to the data processing system

is shown in figure 24-6. This shows the im-

provement possible in SNR by the use of signal
conditioning equipment. This is an example

of the PFM signal received from Explorer 1'2.

As early as possible, the processing system

should provide _ compact, unaltered, rapid-

access library of all the data. It should also

provide a versatile and flexible means of data

manipulation. As stated previously, an essen-
tial consideration in the processing of satellite

FIOUaE 24-6.--Noisy data (PFM)--ExpIorer XII.

telemetry data is correlation of telemetry data

with satellite position. In general, the track-

ing solution is obtained independently as a func-

tion of time. Therefore, the ground processing

system is required to insert ground time in the

telemetry data. A digital form of the data_

as early as possible answers all of these require-

ments. The problem is not technically differ-
ent from what has been done in this field thus

far. However, the scope is quite a bit wider

than that encountered previously. The ap-

proach taken provides flexibility making it pos-

sible to utilize a general-purpose computer for

data shuffling and/or "bit fiddling".

The functional requirements of the Central

data processing facility are shown in figure
'24-7. The data is received on one-half inch

tape as recorded directly out of the receivers

RECORDED

I_ _J DIGITIZING I ] EDITING _

$C_R_EE_!iI.NG_ FORMATING _ QUALITYCHECKING

.... =____ 1 TIME INSERTIONH CALIBRATION J ]

t

t_ DECOMMUTATION [ ] OATAANALY$IS _

PR_PA_AT_U.OF_ GAL,BRA.O.[_
_i_: OUTPUTDATA |_ COMPUTATION _ --

..... 1 FORMAT [:. :--_ OTHER /

FIGURE 24-7. I)ata proee,_sing functions.
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with ground time recorded in parallel. The

first requirement is to catalog, screen and order

the data according to the manner in which it

was taken. The importance of this operation is

apparent when it is realized that data is re-
ceived in a disordered fashion due to the fact

that it takes varying times for the recordings

to reach the Central facility from the field sta-

tion. It is at this point that both functional or

operational efforts are located.

The next step in the process is the conversion

of the data, if required, to a computer format.

It is at this point that ground time is inserted

uniquely with the data as required. A system

for preparing the data for computer entry has

beerf developed at the Goddard Space Flight

Center. This equipment is shown in figure

24-8. A more detailed description of this

equipment is available in a paper by Creveling,

Ferris and Stout (ref. 1).

The remaining operations make strong use

of general-purpose computers. The objective

of these operations is to produce for the _ven

experimenter data in a suitable form. Signifi-

cant effort is made to assure that the data is

consistent in time because of the importance of

this parameter in the overall operation. In ad-

dition, calibration of the data in order to re-

move the influence of the telemetering medium

is applied. The analysis of the data is gen-

erally considered to be the responsibility of the

m i

_ATA STRIPCHART[ANALOG]COMPUTERFORMAT
_--_PL_'MENTI_]BRA'F_B-- DIG_ALX-Y SCIENTIFICDATA

DATA HOUSEKEEPING
DATA

SUMMARYDATA[SCIENTIFIC ATTITUDEDATA

FIGURE 24-9.--Data processing output forms.

experimenter. _Vhere possible and desirable,

some analysis of the data is performed under

his direction. A number of data output forms

from the complete process are available. These

are shown in figure 24-9. The most generally

available and useful form is digital magnetic

tape in computer format. On this magnetic

tape, in addition to the scientific data, there are

entered various housekeeping data and other

pertinent information such as attitude data as

computed. The other types of data output are

prlnt-out of the data types as shown, and

plotted data. An example of printed summary

data is shown in figure 24-10.

7_ :::L: ::: .............

Fmua_ 24-]0.--Typieal data page.

-" CONCLUSION

FIGURE 24-8.--Data processing equipment.

The development of a system to perform the

functions indicated presents many technologi-

cal difficulties. These are associated with the

difficulty in achieving adequate signal-to-noise

ratio signals, the volume of data required to be
taken in order that the "kernel" of data is ob-

tained, and the wide variation in processing re-

quirements. In each area specific technical
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problems are being attacked with some success.

In addition to these specific technical areas

there are areas where development of equipment

and techniques would increase the efficiency of

the processing operation. These are shown in

figure 24-11.
The inclusion of much extraneous data makes

it highly desirable to be able to screen the com-

plete data telemetered in order to select the us-

able portion. If this is accomplished early in

the process, a better utilization of the greater

DEVELOPMENTAREAS

DATA _O_M_'RES_ION .........

........ gATE[[!TE--+-+:-

z IN TRU TI _

...................... '+ :: ............. - +_ ++ . --_

FIGURE 24-ll.--Summary of problem and work areas.

AND PROCESSING

portion of the processing capability can be
achieved. Because the volume of data involved

is significant a rapid data screen is desirable.

Careful consideration of this possibility in both

ground systems design and satellite data sys-

tems design is important.

A related area of concern is data compression.
This might be called an extension of the rapid
data screen to the satellite itself. Criteria for

data compression are a function of the experi-
ment and its environment. Work in this area

is vitally concerned with the basic information
content of the data, and a determination of the

means for practically measuring and conveying

that information in an adaptive manner. An

early testing of any development in this area

might be accomplished by applying the tech-

niques to the screening of data at the data

acquisition site in order that the limited com-

munications capability available could transfer

to the user a greater knowledge of the experi-

mental results in any given time.

The utilization of a general-purpose com-

puter throughout a significant portion of the

data processing operation has provided a great

deal of capability and flexibility. As more ex-

perience is gained with the specific and unique

requirements of processing data from scien-

tific satellites, it becomes clear that a machine

of somewhat special capability might be re-
quired. This effort will concern itself with the

basic organization of the machine from the

standpoint of volume-data input and output,

and the fundamental instruction repertory re-

quired to facilitate many of the data processing

operations. You are invited to participate

with us in our overall program of development.
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SUMMARY

The capability of the Tiros meteorological satellite to
observe vast oceanic areas and uninhabited land

masses, where much of our weather originates, and

the increased capability of the second generation Nim-

bus meteorological satellite to obsem-e virtually the

entire world twice daily have opened new vistas for

man in his constant probing to unlock the secrets of

the atmosphere around us. With these new sources

of information, however, have come major problems

of reducing, analyzing, disseminating, storing, and re-

trieving the increasingly vast quantities of data gath-

ered on a continuing basis by meteorological satellites.

This paper discusses the Tiros satelli,te and the flow of
data through its different sensory subsystems and con-

cludes with a brief look at plans for the future Nimbus

satellite system.

INTRODUCTION

The successful orbiting and operation of six
consecutive Tiros meteorological satellites by
the National Aeronautics and Space Adminis-
tration have opened broad new sources of infor-

mation to man in his constant striving to ob-
serve, describe, understand, forecast, and--per-
haps even in some measure--control the phys-
ical processes that take place in the atmosphere.

However, with the capability of Tiros to ob-
serve vast o_anic areas and uninhabited land

masses where much of our weather originates,

and with the increased capability of the second

generation Nimbus meteorological satellites to
observe virtually the entire world twice daily

have come major problems of reducing, analyz-

ing, disseminating, storing, and retrieving the
increasingly vast quantities of data gathered on

a continuing basis by meteorological satellites.

In this paper we shall discuss the Tiros satellite

and the flow of data through its different sen-

sory subsystems, and we shall conclude with a
look into the future when the Nimbus satellite

system becomes a reality.

THE TIROS METEOROLOGICAL SATELLITE

The Spacecraft

The Tiros (Television and Infra-Red Obser-

vation Satellite) spacecraft (ref. 1) is shaped

like a pillbox, 42 inches in diameter and 19

inches high, and weighs about 285 pounds (fig.

25-1). The top and sides are covered with
solar cells. All Tiros satellites have carried

two television cameras, but only Tiros II, III,
and IV to date have also carried scanning and
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FIGURE 25-1.--Tiros II meteorological satellite. The
lens of the wide field-of-view camera protrudes be-
neath the baseplate. The medium resolution scan-

ning radiometer looks through rectangular apertures
in the side (foreground) and baseplate. The nar-

row field-of-view camera and low resolution radio-

meter view through small apertures In the baseplate.

nonscanning radiometers to sense infrared and
reflected solar radiation from the earth and its

atmosphere (table 25-I).

Orbital Characteristics

The Tiros orbit is nominally circular, 475

statute miles above the earth with a period of

about 100 minutes. Its motion is "direct" (in

the same sense as the earth's rotation), and its

inclination to the equatorial plane for the first
four Tiros satellites was about 48 °. To increase

latitudinal coverage, the inclination was in-

creased to 58 ° for Tiros V and VI (fig. 25-2).

I

SUN'S RAYS

TABLE 25-I.--Meteorological Instru/mentation
Carried on Tiros Satellites

I lI III IV V VI

Narrow field-of-view

(12.7 °) _,_" vidicon

camera X X

Medium field-of-view

(76.6°), low distortion,

_" vidicon camera X X

Wide field-of-view 004 °)

_" vidicon camera X X XX X X

*Five channel, medium

resolution, scanning
radiometer X X X

Two cone, low resolu-

tion, nonscanning

radiometer X X X

Isolated hemisphere

heat balance radiom-

eter X X

*The 8-30 micron channel was omitted on Tiros IV

X

X

Tiros is stabilized by spinning in the range

9-12 rpm. When the spin decays in the earth's

magnetic field to about 9 rpm, a pair of small

peripheral rockets can be fired on command

from the ground, spinning the satellite up to

1'2 rpm again (cf. fig. 25-3).

FIGURE 25-2.--Motions of earth, sun, orbit, and satel-

lite. The sun's motion relative to an inertial coordi-

nate system centered in the earth is to the east as

is the earth's rotation. The regression of the orbital

nodes is to the west. The position coordinates (X,

Y, Z) and angular coordinates (a8¢) of the satellite
must be known to locate data on the earth.

M:any motions of satellite, orbit, earth, and sun

combine to create major problems in data re-
duction and occasion'tl frustrations in program-

ruing the satellite. Because of the earth's

equatorial bulge, the orbital nodes regress to

the west at the rate of about 5.5°/day (for the

48 ° inclination orbits) relative to the earth-sun

line. When the great Atlantic Coast tides were

wreaking destruction along the Eastern United

States during 5-8 March 1962, Tiros IV was

blind to them because its orbit was in the posi-

tion of the dashed curve of figure 25-9., and its

cameras could see the earth only in the southern

hemisphere.

Magnetic and Gravitational Torques

Shortly after the launch of Tiros I, the satel-

lite pictures gave evidence that, instead of re-

maining essentially spin stabilized in space, the
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spin vector was moving southward by as much

as 3 ° to 5° per day (fig. 25-3). Subsequent in-

vestigation showed that this angular ]notion
could be explained very well by the effect of

two torques, viz., a primary torque caused by

the interaction of a magnetic dipole along the

spin axis with the earth's magnetic field, and

a secondary torque caused t)y differential gravity

in the earth's gravitational field (ref. 2). As

a result, a closed current loop of wire has been

placed around the baseplate of all Tiros satel-

lites since the first, with several levels of cur-

rent in both directions capable of being com-

manded from the ground. Thus, it is possible

in some measure to steer the spin axis in space

in order to effect the most favorable geometry

for picture taking and to prevent the direct

rays of the sun from shining on the scanning

radiometer sensors except for occasional short

periods of time.

SPINVECT.OEC.tDEG,] TIROS I

51 INUP

--- t m_

DAYSAFTER 44s'Y _5 N "_ 4 fO7:SV"-X-.sV ,_
/uyx, Iy _ : ,_to2.,

-- : i/..'

-- 50 70 gO iIO 130 150 170 190
SPINVECTO_RK;HTASCENSIONIDEGRE£s)

210

FIGURE 25-3.--Obser_'ed motion of the Tiros I spin

vector based on an analysis of photographs (dashed

line) compared with the theoretical motion based on

the effects of a magnetic dipole moment along the

spin axis and differential gravity (solid line).

Declination is -F north and -- south of the celestial

equator. Right Ascension is -'l- east of the vernal

equinox along the celestial equat_r. On the 56th

day the satellite's spin was increased from 9.4 rpm

to 12.9 rpm upon command from the ground.

Command and Data Acquisition
\

There are two Command and Data Acquisi-"

tion (CDA) stations in the Tiros system.

There are presently located at NASA's Wal-

lops Station, Virginia, and at the Pacific Missile

Range (PMR), California. Control of the sys-

tern is centered in the Tiros Technical Control

Center at the Goddard Space Flight Center

(GSFC), Greenbelt, Maryland. Tiros passes
within interrogation range of one of the CDA

stations during about 8 of its 14.4 daily orbits
of the earth. During each interrogation pass,

provided there are favorable conditions of satel-
lite attitude and solar illumination, "direct" pic-

tures may be read out without intermediate

storage from the television cameras upon com-

mand from the ground. Also, a "remote" se-

quence of 3'2 pictures for each camera may be

programmed to be taken in the future, and any

remote pictures previously taken and recorded

on magnetic tape may be read out during an

±

Fmu_aE 25M.--Photograph taken by Tiros III during

orbit 43 at 1054 GMT on 15 July 1961. The coast

of Libya and the Mediterranean Sea are clearly

visible. The data on the display panel indicate that :

The picture was taken by camera number 2 (an

error--actually the picture was taken by camera 1)

and recorded on magnetic tape; thereadout of the

picture occurred during orbit 46; this was frame

number 16 of the sequence read out at Wallops

Station (indicated by "M" in the lower right) ; and

the "sun angle" (angle measured in the plane of the

baseplate between a zero radial reference and the

normal projection of the sun's rays) was

8+16-t-64+256=344 degrees. The clock gives the
time when the fihn was produced and has no rela-

tion to the picture-taking time.
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interrogation pass. In addition, stored data

from any radiation experiments on board may

be read out during the pass.

Picture Presentation at the CDA Station

Television pictures read out are presented on

a cathode ray tube at the CDA station, where

tile image is photographed on 35 mm film for

operational use and for future research and

archival purposes. Figure 25--4 shows a Tiros

frame complete with all display panel informa-

tion photographed simultaneously with the

television picture. The distinctive African

coastline along the Mediterranean Sea clearly
places this picture over the Sahara Desert in

Libya with north at the top of the picture.

However, many pictures do not show identifi-

able landmarks, and are of little use without

first, geographically locating the information.

Attitude Determination and Geographic Location
of Picture Data

Several geographic location methods have

been employed throughout the Tiros program,

some graphical in nature utilizing libraries of

special grid ba_s and map projections, and

FIOt'.BF. 25-5.--Schematic illustrating the parameters of

equation (1) in the problem of geographically
locating picture information. Also illustrated are

the radial (_) and tangential (f) angles In object

space to the picture element; the tilt angle (r) be-

tween the local vertical and the camera optical axis

and the points of their respective intersections with

the earth's surface, i.e., the terrestial subsatellite

(TSP) and principal (TPP) points; and the great

circle on earth passing through these points, the

"Principal Line."

others employing digital computers and plot-

ters (refs. 3 and 4). The problem of geograph-

ically locating picture information is depicted

in figure 25-5. The normalized image coordi-

nates i, j of a picture element identified by lati-

tude # and longitude A are shown as a function
of eight parameters, all of which except R, the

radius of the earth, are themselves functions

of time t. This relationship is express mathe-
matically by

[i,j]eA=][O,(t), M(t), H(t), G(t), R, a(t), 8(t), ¢(t)]

(1)

The shutter time of a picture is determined

from interrogation data at the CDA station (al-

though the satellite clock system is subiect to

spurious effects that occasionally cause devia-

tions in the actual times of remote pictures).

The subsatellite latitude #,(t) and longitude

As(t) and the geometric height above the earth

H(t) are predicted by the NASA orbital cal-

culations. The Greenwich Hour Angle G(t)

is known (sidereal time), and the radius of an

assumed spherical earth is known. The re-

maining parameters that must be determined
are the astronomical right ascension a(t) and

declination 8(t) of the satellite spin vector and

the Euler spin angle ¢(t) of the satellite in

fixed space. (Here it is also assumed that the

optical axis is parallel to the spin axis, although

there is usually a small deviation between the

two.)
Several sources of data for the cletermination

of spin vector attitude (i.e., a and 8) are avail-

able, including a horizon sensor, the thermal

channels of the scanning radiometer when one

is carried, and the photographs themselves. In

addition, theoretical calculations based upon

the magnetic and gravitational characteristics

of the satellite are available for smoothing ob-

served data and for prognosticating future at-

titude values. The attitude required for real-

time operational use at the CDA stations is de-

termined by on-site teams employing a small

digital computer in conjunction with graphical

techniques. A definitive after-the-fact deter-

mination of attitude history is made on an

IBM-7090 computer by NASA. These attitude

data are used by GSFC in the reduction of the
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radiation data and by the National Weather

Satellite Center (NWSC) of the U.S. Weather

Bureau for the production of latitude-longitude

grids for research and archival use with the

television pictures.

The spiri angle _ must be determined for each
individual frame. The "sun angle," which is

computed automatically in the ground station

and photographed with each frame, together

with a knowledge of the attitude and the solar

ephemeris, is sufficient for determining ¢.

However, it has been found that the computed

sun angle is not always reliable and cannot be

used generally without other supporting data.

The most straightforward way of determining

¢ is from the earth's horizon if it is present in

the picture. The principal line, which on

earth is that great circle passing through the

subsatellite and principal points, is uniquely de-

termined in the image plane by the straight line

that passes through the image principal point

and intersects the apparent horizon at right

angles (in the absence of distortion). From

geometry, the spin angle of the image principal

line readily follows. For this reason the mag-

netic attitude coil of Tiros is intentionally pro-

grammed to yield strings of pictures including
horizons. However, when frames do not have

horizons, the spin angle may be determined

from comparative techniques involving several

frames in a picture sequence.

After all parameters are determined, it is

possible to calculate the radial (v) and tan-

gential (_) angles in object space to each pic-
ture element on earth. The functions i (v, ._)

and j (v, ._) are calibrated for each camera be-

fore launch, reflecting its optical distortion

characteristics and including the particular

electronic distortion occurring in the calibra-
tion itself. Fiducial marks etched on the vidi-

con face allow corrections to be applied for the
individual electronic deviations from the cali-

bration that are present in each frame. Gen-

erally, in computer work, individual electronic

distortion is disregarded; but in very precise

manual work it is incorporated.

In spite of many improvements in attitude

determination and picture gridding, the accur-
ate location of picture data on the earth's sur-

face remains a problem in the utilization of the
Tiros television data.
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FIGURE 25-6.--Photograph of pronounced eddies taken

by Tiros V during orbit 187 at 1401 GMT on 2 July
1962.

Figure 25-6 shows a picture taken by the low

distortion camera of Tiros V during orbit 187

at 1401 GMT on 2 July 1962, overlaid with a

latitude-longitude grid. From the grid and

separate wind data, it is seen that the striking

eddy patterns occur some 500 km downwind

from the Canary Ishmds, suggesting a role

played by the Islands in their folnnation. Hu-

bert and Krueger, of N_VSC's Meteorological

Satellite Laboratory (MSL), have recently ana-

lyzed this situation and will publish their find-

ings in the November 1962 issue of the Monthly

Weather Review in a paper entitled "Satellite

Pictures of Mesoscale Eddies" (ref. 5). We feel

that such pronounced circulation patterns as

those of figure 0_5-6 hold a wealth of informa-

tion for research into problems of atmospheric

dynamics, and we should particularly like to
stimulate interest in the universities in attack-

ing such problems with the aid of the large li-

brary of available Tiros photographic data.

Operational Use of Television Data

The primary method for rectifying and dis-

playing Tiros picture information for opera-

tional use is the nephanalysis chart showing

graphical representations of areas of similar

cloud amount and type. The nephanalyses are

prepared manually by a team of meteorologists

at each CDA station utilizing perspective lati-

tude-longitude grids produced in advance by an

on-site digital computer-plotter system, over-
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laid oll opaque prints prepa_(t within minutes

following a satellite interrogation. The neph-

ana.lyses are transmitted via facsimile from the

CDA stations to NWSC, adjacent to the Na-

tionaI Meteorological Center (NMC) ill Suit-

land, Maryland, where professional weather-

men maintain a quality control over the products
before further distribution is made.

Figure 25-7 shows a nephanalysis chart that
was drawn from pictures taken on 11 September

1961 during orbit 880 of Tiros III. Above the

chart is a special mosaic of the string of pic-

tures taken in the remote picture sequence which

shows clearly Hurricanes Debbie and Esther.

Twenty-four hours earlier Tiros first viewed the
vortex near 11 ° N, 30 ° W that developed into

Esther, the first hurricane to be discovered by
a satellite.

AND PROCESSING

The nephanalysis charts are routinely trans-
mitted over weather facsimile circuits within

the United States; and, in addition, key photo-

graphs are transmitted over photo-facsimile

circuits to selected forecast centers. The neph-

analyses are also transmitted in numerical code

via international teletype circuits ; and recently

the routine broadcast of the nephanalysis charts

to Europe, Australia, and the Far East was be-

gun over newly established radio facsimile
circuits.

Also, directed messages are sent immediately

to the weather services concerned whenever evi-

dence of a severe storm situation is first detected

by Tiros. These special advisor messages have

been especially valuable in warning of typhoons
in the Pacific.

DEBBIE

ESTHER
15°N 38 W

FIGURE 25-7--Mosaic of I)hotographs showing IIurrieanes Debbie and Esther taken by Tiros III during orbit'

880 on 11 September 1961 and the resultant nephanalysis chart drawn for operational use.

304



DATA PROCESSING FROM METEOROLOGICAL SATELLITES

Research Use of Television Data

In addition to their operational use, pictures

are widely used in research. Figure 25-6 shows

an outstanding example of the research use of

pictures. Figure '25-8, which has become a

FIGUm_ 25-8.--Mosaic of photographs taken by Tiros I

on 20 May 1960 (bottom), and experimental cloud

depiction chart prepared by superimposing the

pictures on the National _,Veather Analysis Center's

0000 GMT map analysis of the same date (top).

classic, shows a mosaic of photographs tal_en

during orbit 704 of Tiros I on 20 5lay 1960 and

the striking correlation of cloud pictures and

the surface analysis. Incidentally, the first

application of Tiros data in the National
Meteorological Center was to use these pictures

to position a 500 mb low near 45 ° N, 179 ° E.
A document entitled "Catalogue of Mete-

orological Satellite Data--Tiros Television

Cloud Photography" is published for each Tiros

satellite as part of the "Key to Meteorological

Records Documentation Series." The cata-

logues are for sale by the Superintendent of

Documents, U.S. Government Printing Office,

Washington 25, D.C. Each catalogue contains

information regarding the obt_tining of copies

of the photographs, the latitude-longitude

grids, and detailed listings of times for all

frames from the National Weather Records

Center, Asheville, N.C. Each catalogue also

lists pertinent reports published by the Meteor-

ological Satellite Laboratory of _VSC that

should be of interest to the serious worker with

Tiros photographs.

Description of the Radiometer Experiments

In addition to the television cameras, Tiros

II, III and IV carried experiments to sense in-

frared and reflected solar radiation (refs. 6 and

7). The most complex of these experiments is

the medium resolution, scanning radiometer,

sensing the earth and atmosphere in five spec-

tral regions (figs. '25-9 and 25-10). The nomi-

nal bandwidths of the five channels are:

Channel 1 ..... 6.0-6.5 microns

-water vapor absorp-

tion

.... 1,0

!

. I¢_2 i

_.4 _

_0 .

e_ ATMOSPHERIC

T_S_SSmN C_. 4 Ie-30tJ

_.2
[6-12pi

_. _ ..... ..1 .2 ,3 ,4 .5 .6 .7 ,it ,9 1.0 _.

ENI:]_ I Of A 300_KBLACKBOOY _ i

WAVeLE_ _S)

Fio_mz_ 25-9.--Typical response curves of the three

infrared channels of the Tiros medium resolution

radiometer. The dashed curve indicates the approx-

imate transmission characteristic of one atmosphere.

CHANNEL3

F EILTE,

I I\/'/_ CHANNEL5

.......... TNERG_Y INCREMENT oF A 5800 BLACK BODY

253 ,4 -5 ._ .t 8 9 I 15 2 3_
--_ ::::_:= :_: _ WAVELENGTH [MICRONSI -- --

Fz_z 25-10.--Typical response curves of the two

(.]mnn(,ls of tJlP Wiro_ nlcdium resolution radiometer

sensitive to reflected solar radiation. Channel 3 in-

cludes more than 99% of the energy in the solar

spectrum, whereas channel 6 includes the narrower

region wherein the television cameras and the human

eye are sensitive.
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Channel 2 ..... 8-1'2 microns

-atmospheric window
Channel 3 ..... 0.2-6 microns

-reflected solar radia-

tion

Channel 4 ..... 8-30 microns

-terrestrial radiation

Channel 5 ..... 0.55-0.75 microns

-response of TV

system

The physical sig_fificance of the experiment has

been reported previously and will not be re-

peated here (refs. 8 and 9).

The scanning radiometer employs a chol)per

that causes each sensor to view alternately, and

at a rapid rate, in two directions 180 degrees

apart (fig. 25-11). Tile response from each

FIGIJ'RE 25-12.--Exterior view of the Tiros medium

resolution radiometer showing the viewing apertures
in one direction of the five channels.

m

lVmtmE 25-ll.--Block diagram of one channel of the
bidirectional Tiros medioum resolution radiometer.

channel is proportional to the difference in the
irradiation of the sensor bolometer from the

two directions. The bidirectional axes of the

channels are parallel to one another and in-

clined to the spin axis by 45 ° . The scanning

radiometer is shown in figure _5-12.
The calibration of the infrared channels is in

terms of equiwdent temperatures of a blackbody

target filling the 5° field-of-view, whereas the
calibration of the solar channels is in terms of

that portion of radiant emittance from a targe!

filling the field-of-view to which the channel

re_sponds through its filters and other optical
elements.

The two low resolution radiometer channels

consist of a black and white detector, each

I_0(rRE 25-13.--Exterior view of the Tiros low resolu-

tion radiometer showing the black detector (left)

and the white detector (right).

mounted in tile apex of highly reflective cone

(fig. 25-13). The optical axes of the cones are

parallel to the satellite spin axis. The black

detector is equally sensitive to reflected sunlight

and long-wave radiation, whereas the white de-
tector is coated to be reflective in the visible and

near infrared. Knowing the radiometer hous-

ing temperature, which is telemetered_ the

equilibrium temperature of each detector is a

function of two unknowns : the apparent black-

body temperature of the earth, and the amount

of reflected sunlight within the 50 ° field-of-

view, both of which can be determined by solv-

ing the two equations simultaneously. The

University of Wisconsin experiment, consisting
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essentially of a black and white hemisphere iso-

lated in sp_e, works on the same principle as
the two-cone radiometer. Being an omnidirec-

tional experiment, the isolated hemispheres can

collect data throughout the entire orbit, but

they are of lower resolution than data from the

cones.

Scan Geometry of the Medium and Low Resolu-
tion Radiometers

The scan geometry of the two radiometers

is shown in figure 25-14. The spin of the satel-
lite causes the 5 ° field-of-view of the five chan-

nel radiometer to scan over earth and space in
several distinctive modes. The motion of the

satellite in orbit causes the advancement of the

individual scan lines. The response of the low

resolution cones (whose axes are parallel to the

spin axis) is unaffected by satellite spin.

I_IGURE 25-14.--Geometry of the scanning motion of the

medium resolution and of the viewing area of the

low resolution Tiros radiometers. The scan pattern
of the medium resolution radiometer varies from a

circle on earth when the ,_pin axis is parallel to the

local vertical to a pair of alternating, hyperbola-like

branches when the spin axis is perpendicular to the
local vertical.

Data Flow From the Medium and Low Resolution
Radiometer Sensors to the CDA Station

The data flow from the medium and low reso-

lution radiometers within the satellite (refs. (;

and 10) is shown ill figure .05-15. The output of
the five medium resolution channels is fed to five

subcarrier oscillators. A sixth channel is pro-

vided for telemetry of the low resolution cone

-- __ _m__ z
_ PRE AMPL. V COINTR- TO ANT.

_46_ & RECT. OS_

i TEMP. |

FIGURE 25-15.--Block diagram of information flow in

the radiation experiment in the Tiros satellite.

data, environmental temperatures, instrumenta-
tion canister pressure, and calibration levels.

Other low data density experiments, when flown

on Tiros, also use channel 6. Examples of these

are the University of Wisconsin's isolated hemi-

sphere experiments flown on Tiros III and IV

and an electron temperature probe experiment
scheduled for a future Tiros mission. _4. me-

chanical commutator switches resistive sensors

in one branch of a phase-shift oscillator. The

seventh channel, a tuning-fork oscillator, serves

as a reference frequency and timing signal.

The outputs from these seven different chan-
nels are summed, and the resultant composite

signal is recorded by a miniature tape recorder.

An oscillator provides an alternating-current
bias to the record head and the signal required

for the erase head. Erase of the magnetic tape

occurs immediately before recording. The rec-

ord spectrum extends from 100 to 550 cps. The

tape recorder is an endless-loop, two speed de-

sign, running at a speed of 0.4 ips during the
record mode and 12 ips during playback. The

endless loop records continuously, day and

night, except during a playback sequence. The
record motor also drives a camshaft that acti-

vates a bank of microswitches connected to the

five commutated subchannels of the time-shar-

ing sixth channel. Each subchannel is sampled

for 6 seconds, and one is further subcommutated

to accept up to eight separate inputs.

To permit, ready identification of the coinci-
dence of television with radiation data, each TV

shutter action generates a 1.5 second pulse that

307



DATA ACQUISITION AND PROCESSING

amplitude-modulates channel 7. To facilitate
the determination of spin rate and of relative
sun position, one of the nine sun sensors on th_

satellite generates a 0.5 second pulse that ampli-
tude-modulates channel 7. Reconstruction of

the radiation data vitally depends on its correla-
tion with absolute time. The channel 7 tuning-
fork oscillator provides an accurate but relative

tinting signal. Upon interrogation to playback
the radiation data, an "end-of-tape" (EOT)
pulse whose absolute time of occurrence is
known within milliseconds is transmitted to the

satellite, causing a 1-second dropout of channel
7 and thereby correlating all data in absolute
time. The composite signal is played back over
an FS'[ telemetry transmitter and recorded on

magnetic tape at the CDA station. These tapes

are maileA daily to the Aeronomy and Mete-
orology Division at GSFC.

Data Flow in the Analog-to-Digital Converter

At the Aeronomy and Meteorology Division

the master tapes are demultiplexed, demodu-
lated_ and fed to an analog-to-digital converter

(refs. 6 and 10), figure 25-16. The pressure is

read separately. The analog-to-digital con-

verter produces a magnetic "Radiation Data
Tape" made up of 36 bit words suitable for an

IBM 7090 computer. In addition_ an analog

i_i _ _!:_A_:: _:=_:_ _± __!! __ _i;__ i _!_i!i__i_!ii!_!_i_ __"_'_ _:

l_Gtrtm 25--16.--Block diagram of information flow at _

the Aeronomy and Meteorology Division in producing

a digital magnetic tape from the Tiros radiation

experiment for computer input. The output of the

decommutator consists of temperatures of the black

and white cones and three environmental tempera-

tures and canister pressure.

record may be produced on an oscillograph for
special hand analyses. (Examples of such hand

analyses are shown in figs. 95-97 and "25-29.)

Data Flow in the Large Computers

Final automtttic reduction of the medium
resolution radiation data is carried out on an

IBM- 7090 computer at GSFC (figs. 25-17). ,

I J
= : , ;

l
[CAL,B.OATA  'B"-'O'O O.POT.p=

1

FMRTAPE(BINARY]

__ [

' 1LAP_P'°P. 1

l M-ACs-HI h-A_iti l r.a.,RAD. _ O,ST_.COP_ES
_l_j 1 NO_.AUZAT_ON, FM_TAPES1Z °,L,I"_,_L_ HEAT BALANCE [BINARY]ETC.

l_zc,,v_._ 25-17._Bloek diagram of information flow

through the IBM 7090 compu{er in producing the

Fioal Meteorological Radiation Tapes containing
reduced data from the Tiros medium resolution

radiometer.

The computer requires inputs from three

sources to produce the Final Meteorological
_Radiation (FMR) Tapes. One source is the

Radiation Data Tape containing radiation and

satellite environmental parameters in digital

form. A second source is the Orbital Tape

from GSFC containing satellite position and
attitude data. A third source is the Calibration

for converting the digital information to mean-

ingful physicM units. The Final Meteorologi-

cM Radiation Tape, then, is the basic reposi-
tory of data from the medium resolution scan-

ning radiometer. To study and utilize the scan-

ning radiometer data, appropriate computer
programs nmst be written to "talk" to the FMR

tapes and provide for printing out data, punch-

ing cards, or I)roducing maps.

The outputs of both +l_e two-cone low resolu-

tion and University of Wisconsin isolated hemi-
sl)here experiments are vastly smaller than the

output from the medium resolution radiometer.
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Because of iustnlmental difficulties, only se-
lected orbits of Tiros II low resolution data

have been reduced by hand. Since both of these

experiments are recorded on the commutated
channel 6 in Tiros III and Tiros IV, it. has been

found convenient to program their reduction

simultaneously on a large CDC-1604 computer

at the University of Wisconsin. This program

is now in the final stages of checkout.

Machine-Processed Radiation Data

Several forms of machine-proce_ed radiation

data are shown in figures 25-18 to 25-26. The

computed programs for these forms of process-

ing were written by personnel of the Meteoro-

logical Satellite Laboratory. In the high-speed

printer outpt_t shown in figure 25-18, the com-

puter distributed channel 2 data from orbit 132

of Tiros III, during the time period 1545 to

1557 GMT over a grid field having a mesh in-
terval between points of 2.5 degrees of longi-

tude (about 278 km square at the equator).

The average value of the measurements in terms

of equivalent blackbody temperatures was ob-

tained at each grid point, after which the aver-

age of all of these values was placed at. all re-

maining grid points in order to minimize

abrupt gradients and discontinuities at the

edges of the data. Contour printing was ac-

complished in the form of filler numbers for

_tlternate l0 ° K contour intervals. £na]ogous

to the television pictures, geographic location of

the radiation data is necessary to enhance their

usefulne_. This is accomplished by a latitude-
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FIGURE 25-18.--Grid print map of data from the window channel of the Tiros III medium resolution radiom-

eter, acquired during orbit 132 between 1545-1557 GMT on 21 July 1962 and read out on the following

orbit. The Mercator Projection mesh interval is 2_/_ degrees of longitude between grid points. Grid

point averages are in terms of equivalent blackbody temperatures (°K), and contouring by filler numbers

is accomplished for every 10 ° K. An arrow points to 225 ° K, the lowest grid point average on the map.
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=

FIOURE 25-19--The data of figure 25-18 geographically located by a latitude-longitude overlay• The minimum
of 225 ° K coincides with the position of Hurricane Anna.

longitude overlay illustrated in figure 9,5-19.

The population of measurements within a mesh

interval varied from 1 along the southwestern

edge to more than 60 along the northeastern edge

of the data. This large variance results from

the complicated nature of the scan.

A more vivid presentation can be effected by

replacing the filler numbers by manually shad-
ing between contour intervals. The channel

data of figure _5-19 plus the corresponding
data from the other four medium resolution

channels were processed in this way and are

shown in figures _5-_0 to _5-_4. An outstand-

ing feature on all five maps is seen at about

13.8 ° N, 79.3 ° W, where the three thermal chan-

nels show minimum temperatures and the two
solar channels show maximum reflectances.

Such a combination over tropical waters could
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J--:+G4- + +q_+_ ORBIT+32 21JULY961

20 :_T545GM-_I_* 1545GMTtO1602GMT zu_"
" ;_ '_ _ I -_

m i +-+ '_....... '++;o

ot t i _if ! l't t t-t [_o

" - 250 2G0

I_L_L ++ ! '2 ,k_ ! t + h ! 230 240 H

IM_OCATORPRO:+_CTmN1t I+ i_-FI I t I
30 • I + : i 1 i_ 11 I / t [ l t 1

100 90 80 70 60 50 40 30 20 10 30

FIGURE 25-20.--Radiation map from the Tiros III

medium resolution radiometer; channel 1, orbit 132,

21 July 1961, 1545-1602 GMT. Hurricane Anna is

centered at about 13.8 ° N, 72_ ° W. Original grid

scale : 2.,5 degrees of longitude per mesh interval.
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100 90 BO
.......!

30 i

__20 _

I0

0

10

26 L._I
I

MERCATOR_CTION
3O

100 90 80 70

70 60 50- 4ff 30 20 10=

TIROS III SCANNING RADIOMETE_
CHANNEL4 (70-32 O_ 30

ORBIT132,21JULYt961

...... 1_545G_MTto 160_2GMT 20

10

0

tO

2O

30
60 50 40 30 20 10-

_ I: 260-270

_]1 200-26o
i -+; _,I_24o.2_o

Ikt _t 230.240
Ilk, If 220-230

Fzoua_, 2-_-2_.--P_diation map from the Tiros III

medium resolution r_di.meter; chaanel 4. Original

grid scale : 2.5 degrees of longitude per mesh interval.

100 90- 60 70 60 50 46" 30 20- I0 _

3o_ LJ.iJLTIROS,,,SOANN,NG_o,o_
,d :i"l_,_lk 11 CHANNEL316,2-7._
I f _ _ ORbiTt32,2_JOt_100_ I

20 _GM-_ 1545GMTto 1002GMT I

I E l_l _--l',,_i_ _ 120-160WATTSm_']

MERCATORPROJECTIONI ! _ _ ,_] I I
30 I I [ I 1 I _l i I I _ I l I l I l 130"

100 90 90 70 60 50 40 30 20- 16-

FIGURE 25-22.--Radiation map fro'ore the Tiros III

medium resolution radiometer; channel 3. Origim_l

grid scale : 2.5 degrees of longitude per mesh interval.

only mean high thick clouds of wide expanse

which in these examples were present in the

form of the first North Atlantic tropical cyclone

of 1961, Hurricane Anna. Further implica-

tions of these data have been puhlished el_-

where (ref. 11).

To increase resolution, grid print maps of

the data can be produced at larger scales, al-

though for fewer than 2.5 degrees per mesh in-

terval the data density is generally not sufficient

to insure measurements at eve_ T grid point.

For higher resolutions, ttLerefore, the grid

prints are generally produced without machine

contouring, and contouring is accomplished by

t_and only for those pob_ts _q_ere data exist. __t

311

100 90 80 70 60 50 40 30 20 10

/ ! / _ lq I', 'rz_os,zSCANNINGRADIOMETE_t
L;r :i"1_',I1_11 :HANNEL_tos-o.,_,,i'lp °
t 4 l- @ ] i: ORBIT_32,2_JULY196_ tt

_n _ _.__._ _ 1545_G_MTto 1602_.)n--

_"__ W !.Jl_ IV! [qq-FV£,',_'° -
lOL!_O_ t i ! t1!115_1_o .....

/ / I 1 _ i_]] 1020 WATTSrn_F1
_o ! t t t P, _qK<_OW_TTS _'HIO_

,o 111k -1 ttQo
I A!Jo,,!J2 t t

I00 90 80 70 GO 50 40 30 20 10

FXGURE 25-24.--Radiation map from the Tiros III

medi_Hn resoluti_n radiemeter; cha_mel 5. Original

grid scale : 2.5 degrees of longitude per mesh interval.

map produced in this way is shown in figure

25-05, where a portion of the data of figure

25-18 was processed at a scale four times as

large, i.e., ,_ mesh interval of 0.625 degrees of

longitude between points. Much of the fine
strJJcture inherent in the dater is e,,ident at this

scale.

Two ]imitations of the forms of display
shown in figures 25-I 8 to 95-9.5 are emphasized_

viz., (1) the direction from which a measure-

ment is made (i.e., n'_dir and azimuth angles),

and (2) the number of individual measure-

ments making up each grid point average (or

the amount of the data smoothing) are not

readily apparent. To circ_zmvent these limita-
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FIGURE 25--25. Radiatbm map froin the Tiros III

medimn resolution radiometer; channel 2, orbit 132,

21 July 1961 1546-1557 GMT. Ihrrieane Anna is

centered at ai)(mt 12.8 ° N., 72.3 ° W. Original grid

sea]e: 0.625 degree (ff longitude per mesh interwfl.

ured at tile satellite between the subpoint radius

vector and the ray to the viewed spot. Azimuth

is measured in the plane tangent to the earth

at the subsatel]ite point, clockwise from north

to the great circle arc connoting the subpoint

and the viewed spot. The data list is grouped

by earth-viewed swatk_--viewed either through
the "floor" (baseplate) or the "wall" (side) of

the satellite. Figure 25-26 illustrates a listing

of two swaths viewed through the floor of

Tiros III at about 1548 GMT, '21 July 1961,

over Hurricane Anna. The reader may com-

pare the data in the listing with figalres 25-18 to

25-_o5 and 25-0.9,9. The small differences that

exist can be attributed to the different proces-

sing methods and amounts of smoothing.

Hand-Processed Radiation Data

-ilti  tii ii!!i!!iii! illiliii ?
-;_:_: _}:_" ;i;X ;_:_ II;:l{ I_/::_ 1::g _{':g ,;:1;

In spite of their speed and sophistication, our

computers have not yet been made immune to

every logical flaw in attempting to cope with

all possible time, space, and noise aberrations

in the data. Hence, hand processing involving

simultaneous work with photographs taken at

nearly the same time and including an indi-

FIGUI_E 25-26.--Computer listing from a Final Meteor-

ological Radiation Tape of two swaths viewed by the

medium resolution radiometer of Tiros III during

orbit 132 at about 154,_ GMT .n 21 July 1961 over

Ilurrieane Anna. Azimu{h and nadir angles and

geographic locations are listed for each "spot" viewed,

together with the calibrated measm'ements from each
of the five channels. The calibration of the infrared

channels is in terms of equivalent blackbody tempera-

lures (°K) and of lhe solar channels, in terms of

radiant emiltanees (w m '-'). The minus signs heft)re

several radiati.n measurements are for diagnostic

purposes and do not me,qn "negative."

lions for limited hand analysis, a data listing

prog'ram is available. C:tlibrated information

is presented for all five _nsors for each earth-

viewed spot in a spin cycle, along with ils lati-

'tude _nd longitude and nadir and azinmth

angle information. The nadir angle is meas-

FIGURE 25-27.--Photograph of Ilurrleane Anna taken

by Tiros IlI during orbit 122 at 1550 GMT .n 21 July
1961 on which are snperimpa_ed h_md-redu('ed iso-

radiance lines of the window ehanncl data fron| the

medium resolution radiometer. The numbers per-

[Girting to the isolines are relative and have no abso-

lute meaning.
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vidual attitude determination from these photo-
graphs yields the most precise presentation of

the data. Very precise work of this type has
been done by Dr. Fujita of the University of

Chicago (ref. 4). Fig_lre 25-27 shows a Tiros

photograph of Hurricane Anna taken at about

1550 GMT, 21 July 1961, with hand-reduced

isoradiance lines of channel 2 data superim-

posed upon it. The numbers pertaining to the
isolines are relative and have no absolute mean-

ing, but the extremely fine structure and strik-
ing correlation with the clouds is remarkable.

A section of the analog record from which the

analyses of figures 25-27 and 25-29 were made

is shown in figure 25-28. The swaths illus-

trated pass directly over the hurricane. The

extremely cold t(_mperatures of the cloud tops

are clearly evident in the thermal channels,

whereas their high reflectance of sunlight
stands out in the solar channels.

Figure 25-0.9 illustrates a detailed radiation

map of Hurricane Anna produced by Dr. Fujita

using channel 2 data. Again, the extremely fine

structure of the presentation i_ outstanding

(cf. fig. 25-25). The isolines are in terms of

FZOURE 25-28.--Analog record showing eleven swaths
of the Tiros III medium resolution radiometer ac_

quired about 1548 GMT on 21 July 1961 during orbit
132 over IIurrlcane Anna. Time increases to the

right and the amplitude of channels 1-5 is approxi-
mately proportional to the radiant energy received.

The marked (lip at the center of each thermul channel

swath and the corresponding peaks in the solar chan-

nels occur over ti)e hurricane. Channel 6 contains

housekeeping information. The envelope of channel

7 is modulated by narrow sun pulses once every, spin
cycle (6.44 seconds) and by three wide pulses where

television pictures were taken ,20 seconds aImrt.

'FIGURE 25-29.--Hand-reduced radiation map of Tiros
III medium resolution radiometer window channel

data over Hurricane Anna. The minimum equiva-

lent blat.kbody temperatllre of --70 ° C indicates that

the highest clouds were near the tropopause.

equivalent blackbody temperatures, and the ex-

tremely low values near -70 ° C indicate that

the cloud tops must have been near the tropo-

pause. The existing system for reduction of
the Tiros medium resohition radiation data

is not suited for real-time applications. How-

ever, the synoptic potential of the data seems

clear, and plans are underway (o process such

data for operational as well as research use in

the second generation Nimbus satellite system.

In addition to the radiation mapping illustrated

here, the radiation data lend themselves to many

theoretical studies in such areas as the planetary

heat balance, vertical structure of the atmos-

phere, and the global distribution of water

vapor (refs. 12 and 13).

Documentation of the Medium Resolution, Scan-
ning Radiometer Data

The "Tiros Radiation Data Catalog" and a

companion volume, the "Tiros Radiation Data

Users' Manual," are published for each satellite

carrying a medium resolution radiometer and

are available without charge to prospective

users of the data from the Aeronomy and Mete-

orology Division, GSFC, Greenbelt, Maryland.

Supplementary material is published as needed

and is similarly avail.rifle without charge.

Copies of the Final Meteorological Radiation

Tapes are awfilable at cost from the National
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_Veather Records Center, Asheville, North
Carolina.

Engineering Data

In addition to attitude calculations, there are

_veral other types of data that must be

processed for engineering or data documenta-

tion purposes. The_ include (1) satellite

telemetry of housekeeping parameters; (2)

horizon and sun senor data, from which spin

rates are calculated ; and (3) various summaries

of station operations, satellite interrogations,

and data evenls, quality, and doemnentation.

In Tiros these data. are generally processed by
hand except that spin rate calculations am car-

ried out on a small digital computer.

THE NFMBUS METEOROLOGICAL SATELLITE

A Comparison of Tiros and Nimbus

Although the Tiros _tellite has been very suc-

cessful, it has certain limitations. Perhaps the

two most important of these are:

1. Tiros is spin stabilized ; hence much of the

time its sensors are looking into space, blind to

developments on the earth beneath.
2. The inclination of the Tiros orbit is 48 ° or

58°; hence the earth's polar regions are inac-
cessible to its sensors.

To correct these and other limitations, NASA

has developed the Nhnbus satellite. Nimbus is

built on a modular concepi, facilitating the ad-

dition or deletion of various _nsory subsystems

as they may be developed or superseded by new

and better desig'ns or concepts. The first Nim-

bus launch is scheduled for the third quarter of

1963. Until that time NASA's policy is to

]a.unch a Tiros satellite every four months, thus

keeping an active weather satellite in orbit at
all times.

The first Nimbus will carry an advanced vidi-

con camera subsystem consisting of three cam-

eras, one facing straight down and the others
inclined by 35 ° on either side of the vertical in

the plane normal to the velocity veCtor. The

cameras will provide cloud cover data over the

daytime side of the earth. The first Nimbus will

also carry a high resolution infrared radiometer

(HRIR) whose purpose is to map nighttime
cloud cover in the 4 micron window. A medium

resolution infrared radiometer (MRIR) sensi-

tive in five spectral regions similar to those in

the Tiros radiometer is also planned for fu-

ture Nimbus satellites, but will not be included

in the first. Figure 25-30 shows a comparison
of the significant features of Nimbus and Tiros.

In all respects it can be seen that Nimbus repre-

sents a more sophisticated and complex
spacecraft.

TIROS VS NIMBUS
=
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GEOMETRY PPJ.BOX
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FIGURE 25-30.--Comparison of the Tiros and Nimbus

meteorological satellites.

The Spacecraft

The basic configuration of the Nimbus space-

craft is shown in figure '25-31. The height of

the spacecraft is 91,/2 feet; the diameter of the

toroidal ring is 4aA feet; and the dimensions of

each solar paddle are about 8 feet by 3 feet.

Horizon sensors and a rate gyro, together with

i

FIGURE 2Y_31.--Basic configuration of the

spacecraft.

Nimbus

314



DATA PROCESSING FROM METEOROLOGICAL SATELLITES

reaction wheels and gas jets, are utilized to keep

the spacecraft oriented along three axes with
respect to the local vertical and the orbital plane.

Orbital Characteristics

Figure 25-32 illustrates the nature of the
Nimbus orbit and the coverage by the camera

subsystem. The nodal motion of the retrograde
Nimbus orbit is eastward at exactly the same
rate as that of the mean sun. This means that,

if at launch the orbital ascending node occurs

at local noon, the ascending node of every subse-
quent orbit throughout the lifetime of the satel-
lite will also occur at local noon. About 32 sets

of three pictures (a total of 96) will cover the
entire daytime portion of the orbit with about
10 percent overlap between successive frames.
During the approximately 107 minute period
between successive equator crossings, the earth
rotates 26.7 ° beneath the orbit. Each new

orbital sequence of pictures, therefore, borders

on the previous sequence at the equator with

increasing overlap toward the pole.
The problem of ground data acquisition is

considerably simplified by a near-polar orbit.

One CDA station presen.tly being installed at

Fairbanks, Alaska, will be capable of interro-

gating 10 out of the 13.5 orbits per day. A sec-
ond CDA station along the northeastern coast

of North America will make the interrogation

of all orbits possible.

_nrnnnl in i

!S/¢

FIGURE 25-32.--The Nimbus orbit and coverage by the

three-camera television subsystem. The nodal mo-

tion of the retrograde Nimbus orbit is eastward at

the same rate as the relative motion of the sun.

On-Board Calibration

In contrast to the Tiros instrumentation, the

Nimbus pictures will include a grey-scale cali-
bration strip, and the radiometers will include
an on-board calibration in the form of viewing

a black target of known temperature by the
thermal channels and viewing a diffuser illu-
minated by the sun once per orbit by the solar
channels.

Data Utilization

The daily output of data from Nimbus will
be an order of magnitude larger than the pres-
ent output from Tiros. With virtually every
spot on the globe observed twice daily (once in
daylight and once in darkness) by improved
sensory systems with on-board calibration, it is
anticipated that utilization of the data for both

operational and research purposes will also
vastly increase. Therefore, it is imperative that
the Tiros data handling system be revolution-
ized to incorporate the broadest possible use of
automatic data processing methods.

These problems are presently under study by
GSFC and NWSC. Although the data han-

dling plan is not yet completed, it is being built
around a framework including two CDC-924
digital computers at each CDA station, two
IBM-7094 computers in the Washington area--
one at GSFC and one at N-WSC, and a 96 kcs
wideband communication circuit linking these

activities together.
In part, the overall concept envisions the fol-

lowing points :
1. The real-time computer processing of tel-

emetry at the CDA stations for trouble

shooting of satellite performance and for
rapidly extracting the time, attitude, and
satellite environmental parameters neces-

sary for meteorological data reduction ;
2. The real-time transmission of television

and radiation data from the CDA stations
to the Nimbus Technical Control Center

(NTCC) in Washington, D.C., with the

capability of electronically mi_ng lati-

tude-longitude grids at either end of the
wide-band communications link;

3. The automatic rectification and production

of nephanalyses of television and radiation

data, in addition to the high speed repro-
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duction of photographs, assembly of mo-
saics, and incorporation of data into vari-
ous prediction models and forecasting
methods ;
The delayed playback of master tapes at

NWSC to produce archival photographs
and at GSFC to produce archival radia-
tion data tapes;

The delayed playback of telemetry tapes
for a complete en_neering performance
evaluation at GSFC.

A schematic representation of tile Nimbus

Data Distrit)ution and Utilization System is
shown in figure :_5-33. Among the most impor-

tant elements of the system are scientific re-

search of a basic and applied nature and the
development of new and better instrumentation.

Possible future instrumentation for meteoro-

logical satellites includes spectrometers, lasers,
microwave detectors, and sensors to measure the

solar irradiance of the earth. Of particular in-

terest in the latter experiment would be precise
measurements of the solar "constant" and of

those portions of the solar spectrum that are
important in the photochemistry of ozone.

SCIENTIFIC USERS

FIGURE 25--33.--Schematic representatiml of the Nimbus

Data Distribution and Utilization System. A 96 kcs

wide-band data link connects the Nimbus Technical

Control Center (NTCC) with the Command and Data

Acquisition (CDA) st-ttions. The National Weather

Satellite Center (NWSC) and the National Meteor-
ological Center (N-SIC) combine satellite and con-

ventional data into operational analyses and fore-
casts.

CONCLUDING REMARKS

We have discussed the Tiros satellite instru-

mentation, the flow of data from the orbiting

sensors to the final output for utilization on the

ground, and some of the problems associated
with the reduction of the data. We have also

briefly reviewed plans for the forthcoming sec-

ond generation Nimbus meteorological satellite
system. Meteorological satellites have already

contributed significantly to the benefit and

knowledge of mankind. We hope that many
of the unsolved problems of the earth and at-

mosphere will soon be better understood because

of meteorological satellite data, and we espe-
cially invite the Nation's universities to help
in their solutions.
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To date, space communications at interplane-

tary distances have been largely limited to

"bounce" experiments such as the Venus bounce

experiments carried on by JodrelI Banks (Ref.

1), Stanford University (Ref. '2), Jet Propul-

sion Laboratory (JPL) at California Institute

of Technology (Ref. 3), and others, or direct re-

ception during radiotelescope, neutral-hydro-

gen, and noise-source plots (Refs. 4, 5).
In the bounce experiments, the transmitter

power has been limited only by practical trans-

mitter and feed powers (often going to mega-

watt pulses) and both transmitting and receiv-

ing antennas may be of very high gain.

In radioastronomy noise plots, the receiving

antennas may also have very high gains. In

both cases, the bandwidth of reception has been

made as narrow as possible, with the antenna

structures often being desig'ned expressly for

a very narrow frequency range.

Spacecraft comnmnications at interplanetary

distances borrow heavily from these techniques

of radioastronomy in the matters of signal-

source resolution, Earth rate tracking, and the

general problems of interference-noise rejec-
tion.

IIowever, because of the wide bandwidth re-

quirements of some information signals for

interplanetary telemetry (such as television or

high-rate data), the technique of information

transmission and reception at planetary dis-
tances assumes a somewhat different nature.

This difference is characterized by the methods

of information coding and filtering to assist in

making the siglmls unique and distingnishable

from the unavoidable noise in the system.

In short, it may be said that the requirements

of long distance space telemetry are such that
it must combine techniques from the fields of

both radio astronomy and conventional tele-

metry systems.
Let us review the factors affecting space com-

munications to put them in the proper perspec-
tive.

The problem, basically, is one of transferring

intelligence energy from the transmitter ]oca-
tlon to the receiver location at a sufficiently high

signal-to-noise ratio for the intelligence energy

to be correctly interpreted by the receiver dur-

ing a specified percentage of the time.

Ignoring the noise problem for the moment,
let us examine the present means of transferring

the intelligence power.

As may be seen in Fi_lre 26-1, if energy is

propagated from an isotropic source, the energy

per unit area at a radius of X from the source
will be P0/4,rX 2. The receivable energy will

then be equal to the power per unit area times

the area of the receiving antenna. Another

way of stating this is that the received energy

is proportional to the ratio of the receiving an-
tenna area at some distance, X, to the total area

over which the transmitted power has spread at

that distance.
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FIGURE 26--L--Energy from tsotrGpic source.

From Figure 26 2 we may deduce the manner

of determining the transmitting-antenna power

gain in the following manner.

Gt_, Aspic,

Z_l llumlnated

but L<<X, so

4¢r(X + L) 2

_rD_(X+Ly
4\ L /

(1)

From Figure 26-2 :

• • Dt 1.22X
/3-- sln/3-----_-_----_t (Ref. 6)

or

D 2

L_--

1.22h

Substituting in Eq. (2) :

16D 2 D 2 • _r2D_
G, 1.222X_=10.7 X-/= X2 (3)

Thus we see that Gt equals approximately ten

times the aperture diameter in wave lengths
squared.

Again looking at Figure 26-2, i t is apparent

that only that portion of the transmitted

energy which is intercepted by the area, A_, of

the receiving antenna will be received. Thus:

A_ _ A_
Power received =Po -_=t'_ -_

P,=PoG, .4, _p 7r_D_ A,
4_rX 2_ o X_ 47rX 24_rX 2 165 _

G,-=TrD_' X_-- D2' (2) (4)

4 L P_=PoAr 7rD_
4X2X _

APPARENT /-.POWER S_ / _ __AILLUMINATE D
POINT SOURCE \ _ 1 /. ,_/I-AREA IN WHICH

OF Po61__-----__ I I _ ', I TRANSMITTED

_ _-RECEIVING
/ ANTENNA AREA

-"
_/_-AsPACE-- • AREA IND_t

,8- ANGLE OF TRANSMITTED BEAM " 1.22_'_ t / SPACE THROUGH
WHICH ISOTROPIC

ASPACE .4"/TX2_ 4"/TX 2 .16L._.2 POWER WOULD BE

POWER GAIN'G t. AILLUMINATED _ 7rO2(x_2 Ot2 DISTRIBUTED"
4 _t/ 4"/T(X+L) 2 _ 4 "/TX2

BUT L • 1.2--_

WHERE t<< X

SO Gt-lLii)2k2D2 ___ IO(DISH DIA. IN WAVELENGTHS) 2

FIGUnE 26-2.--Directivity Gt of circular aperture radiator.
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_f

If the area of the receiving antenna is taken as

Ar=rrD2,/4

p,=po 7rD_ _rD_ I 7r2D_D_
4X2 4 X2 :Po 16X2X_ (5)

where

Pr=power received

Po-----power transmitted

At----area of receiving antenna

Dr=diameter of transmitting parabola

X=distance from spacecraft to receiver

D_=diameter of receiving parabola

Let us now see how noise affects the trans-

mission.

Noise in the communication sense is com-

posed of randomly varying si_lals which are

introduced into a system by the statistical
nature of the universe.

Noise signals in an information-transmission

system have two effects on the information,

1)oth of which produce the same end result : in-

at)ility to distinguish the information.
First, noise perturbs the information by

adding and subtracting from its components

until the information is no longer recognizable,

and second, it "suppresses" the information.
This latter effect is caused by the fact that prac-

tical communication systems must be built with

limited dynamic signal range. When power-

plus-noise exceeds the system dynamic capa-

t)ility, both noise and the information power

will be limited or suppressed. This effect is ex-

ceedingly common because many mechaniza-

tions of receivers deliberately use limiters to

suppress noise in situations of high signal-to-

noise energy. (In these cases, the noise is

]'trgely suppressed leaving signal).

Since noise is never absent from any com-

munication system, particularly in interplane-
tary communication systems where the re-

ceivable si_ml power is small, its effects define
the limits of communication distance and in-

formation bandwidth.

The sources of noise in an interplanetary

communication system are numerous, but the

largest contributors may be arbitrarily classi-

fied as follows (Ref. 7) :
1. Man-made interference

2. Extra galactic background

3. Discrete galactic sources

4. Atmospheric noise (and absorption)
5. Earth noise

6. Antenna Johnson noise

7. Receiver noise

The first five sources of noise are external

to the antenna, and impart, noise into the sys-

tem as receivable energy in both the bandwidth

and the "look angle" of the antenna.

Referring to Figure 26-3, and recognizing

that the receiving antenn,_ has an included

angle of reception which is wider than the an-

gle subtended by the transmitting antenna, it

is apparent that the receiving antenna must

pick up extraneous noise energy from galactic

sources as well as energy from the transmitted

signal. If the receiving cone angle were small

enough so that the transmitting antenna filled

the receiving field of view, these extraneous

noise sources would be excluded, and the re-

ceiving antenna would assume the noise tem-

perature of the transmitted sigq_al.

However, for practical antenna beam widths

and antenna sizes, the transmitter must always

be considered to be a point source at the dis-

tances we are considering.
Thus the noise sources associated with the

sky, atmosphere, and Earth are the only con-

siderations in determining the effective antenna

noise temperature.

The total antenna noise temperature due to

radiative sources can be determined by inte-

grating over the entire 4,_ steradians surround-

ing the antenna, with the temperature, (To),

and the antenna directivity (G_) expressed as

functions of the solid pointing angle da (0, 4'),

E

_[\ V ........ _ RE_EIV'NGANTENNA

_I :_ CONE OF _',_ ........
I -41 i I ! RECEPTION _ _ _ -_"

.......... ;,.,_ TRANSMITTING

ANTENNA G_

FrG[TRF, 26-3.--Gala('tic noise cone.

321



DATA ACQUISITION AND PROCESSING

and dividing by 4,_steradians to obtain an aver-

age (Ref. 8). Thus:

1 4r

Fortunately, any one specific communication
system operates on a comparatively narrow fre-
quency spectrum, so the antenna look angle and
resultant noise energies may be defined at a
single frequency with fair accuracy.

Assuming a reasonable isolation from man-
made interferences, which is the primary rea-

son why deep-space tracking stations are lo-
cated at isolated and inaccessible (Ref. 7) sites_

tile natural radiative noise sources may be exam-
ined separately.

Galactic noise was first observed by Karl G.
,Iansky in 1932 (Ref. 5), and is a steady noise
emission from all parts of the sky. Its inten-

sity varies with the galactic population, being

greatest across the Milky Way, and reducing to

a low value at the galactic poles, giving an ir-

reducible "galactic background" noise which is

attributed to extra-galactic sources.

The amount of received "galactic back-

ground" noise is dependent upon the antenna
area, but is almost completely independent of
the antenna directivity, or pointing, since the
noise arrives from all directions (Ref. 9).

There are, however_ many discrete and nar-
rowly distributed noise sources in the sky which
are received only when they are included in
the antenna "look angle" or happen to be at
one of the side-lobe, spurious response points

in the antenna reception pattern (Ref. 8).

The total galactic noise is the sum of the back-

ground plus any discrete noise sources which
may be included in the antenna field of view,

and is therefore dependent upon the antenna

beam width, becoming more "granular" as the

receiving antenna beam is made s"maller (an-
tenna gain is increased).

The population of the discrete noise sources

along the galactic equator becomes most nu-

merous in the direction of the center of our gal-

axy which causes the variation in total galactic

noise. Fortunately, the plane of the solar eclip-
tic is tilted relative to the plane of the Galaxy ;

but unfortunately, as shown in Fig-ure 264, the

axis of tilt passes very close to the galactic cen-

ANE
OF ECLIPTIC

T

_-PLANE

OF GALAXY

APPROX 60 °"

SOLAR
SYSTEM

AXIS OF
SOLAR SYSTEM

TILT

PIaURE 26-4.--Galaxy-ecliptic plane perspective.
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ter (Ref. 5). Since most interplanetary com-

munications will be in tlle plane of the ecliptic,

it is inevitable that some tracking will be across

the noisiest part of the sky. Some control over

this pointing may be effected by choice of tra-

jectory, and the time of year in which the

tracking is (lone.
It should be mentioned here th'tt in the case

of planetary or spacecraft radio reception from

the Earth, that the Earth becomes one of the

primary noise sources. Also, in receiving

Earth-based signals at outer planets, the Sun

becomes a very serious source of communica-

tion noise, especially during periods of sun spots

and solar excitement. The following table

shows the maxinmm angle which may be ex-

pected between the Sun and the necessary an-

tenna pointing for communication between

1)lanets.

Transmitting
from

Mercury .....

Venus .....

Earth ........

Earth ........

Earth ........

Earth ........

Receiver

Earth .............

Earth ..............

Mars ..............

Jupiter .............

Saturn .............

Uranus and beyond__

Maximum
alltenlla-

angle from
Sun, deg

22

36

33

11

6

<3

The galactic noise is augmented by earth and

atmosphere noise captured by the antenna. The

warmth of the earth causes noise to be iniected

directly into the back lobes of the receiving an-

tenna, and al_, by refraction from the iono-

sphere, directly into the side lobes, and even into
the main beam of the antenna when it is de-

pressed below critical angles (Ref. 8, 10).

Noise energy generated in the atnmsphere is

collected by the main antenna beam and, as can

be seen in Figure 0_,6-5, is it function of the depth

of atmosphere which the received beam must

traverse (Ref. 10, 11).

All of these radiated noise energies are meas-

ured in watts per square meter per steradian

per cycle per second. This has the dimensions

of Boltzmann's constant per square meter per

steradian, and has been arbitrarily defined as a

Jansky unit (Ref. 5).

A more convenient terminoh)gy is often used,

i,000 o %

I0¢

IC

B¢ VI
P

I
Io

FREQUENCY MC -'-_

Ll NEJ [ ]

I00 \ IOOO ) I,OOO

REGION OF
RELATIVE QUIET

FIGURE 26-5.--Space noise sources.

however, by convert ing these normalized power-

density measurements into equivalent tempera-

tures (Ref. 9). This conversion is made t)y

equating the power density at a given fre-

quency received at earth to the radiation which

would be received from a black-body enclosure

of a corresponding temperature. Thus, for the

galactic background noise temper:mire, an aver-

age measurement of received energy per square

meter is made of the clear sky at the frequency

of interest, and this value is used in the Ray-

leigh-Jeans approximation of Planck's radia-

tion law to determine the equivalent black-body

radiating temperature (Ref. 12).

where

B=brightness in w/In_/cps (assuming unit
solid angle)

c =velocity of light =3 X 108 m/see

K=Boltzmann's constant = 1.3803 X 10 -=a
Joules/°K

./=frequency, cps

T--temperature of source, °K

./=bandwidth in cps

The same technique is used in determining
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the "radio tempera.tures" of ra.dio stars or noise

sources. For example, the quiet sun energy

averages approximately 4 × 10 -21 w/m2/cps

Janskys at 300 _IC.

Thus:

4 X 10 -n= (2) (1.38 X 10 -_) (3 X 108) (T)
(3 X 108) 2

T= 145°K (at 300 Mc)

It should be noted that this "radio tempera-

ture" is a fiction for most sources, since none of

the discrete radio sources are "black body"

radiators, and only a few of the distributed

sources could be said to approximate this con-

dition (Ref. 9).
More frequently given now, is a "total abso-

lute brightness" temperature which may be

determined by integrating the entire spectrM

emission from a source by deducing its radiant

energy per steradian of solid angle, around the

source itself (Refs. 4, 7).
Unfortunately, most of the radiating sources

do not follow Planck's radiation law at the

radio frequencies, so it is not always possible to

deduce the amount of radiant energy in any one

narrow band of frequencies just by knowing a

"temperature" of the source.

Thus, "radio temperatures" defined at spe-

cific frequencies are still a useful_ though most

usually fictitious, concept.

The remaining sources of received noise are
the Johnson or thermal noise in the internal

resistance of the antenna, and the equivalent

thermal noise at the input of the receiver.
The antenna noise is caused by thermal dis-

turbanee of electrons in the resistive compo-

nents in the antenna impedance, and is deter-

mined by the familiar Nyquist equation

(Ref. 6) :

e_=2KTRA_
where

e=noise voltage RMS

K=Boltzmann's constant (1.38× 10-2s
R= antenna resistance

A f= frequency band considered

Again, the antenna Johnson noise may be de-

fined in terms of equivalent temperature, and is

defined to be the temperature of a resistor equal

in value to the internal antenna impedance

which would produce a thermal noise energy

across the resistor equivalent to the Johnson

noise contribution being seen at the output of

tim antenna in the frequency bandwidth in

question.

Occasionally it is convenient to treat the en-

tire noise being received by the antenna in a

simi]ar fashion, in order to derive an equivalent

"antenna temperature" (Refs. 5, 6, 7).

This, of course, is only valid for one pointing

direction and one frequency. Occasionally, the

clear sky pointing at zenith is used as a refer-

ence temperature for an antenna, since it usu-

ally represents an irreducible minimum noise

fig'ure for that configuration of the antenna.
The last noise source to consider is the active

receiver noise caused by shot noise and Johnson

noise in the input elements of the receiver.

This noise is dependent upon the thermal tem-

perature of these elements, the impedance, and,

of course, the mechanization (vacuum tubes,

solid state elements, etc.).

In years past, the input noise of receivers has

been so high that it was the primary limitation

in the "low noise" frequency region shown in

Figure 26--6. Recent developments (Refs. 13,

14) in parametric amplifiers and masers have

essentially pulled this mask away from the

galactic noise problems previously hidden be-
neath the receiver noise. This is shown in

Figure 26-6 (Refs. 5, 7, 9, 10, 11).

i =_ t tt1" t_ ],'

, I :ii",.TTTT-I I
IOOMC I KCM IOKCM IOOKCM

FREQUENCY ( MC ) "_""

FIG'URE 26-6.--Noise environment of reception.
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Notice that the noise above approximately

250 Mc is primarily a function of the Earth's

atmosphere. This strongly suggests that fu-

ture communications with distant planets might

better be served by satellite-or-moon-based deep

space tracking stations. The tremendous ad-

vantage to the designer of a large-surface, pre-

cision dish for use under the low-gravity,

no-wind conditions of the moon is interesting

to imagine.

The noise energy received by an antenna

from an extended galactic source is equal to the

bandwidth times the flux density per square

meter per steradian multiplied by the effective

area of the antenna times the solid angle of

reception of the source.

Using the Rayleigh-Jeans approximation

(Ref. 9), we have

quency dependence as shown by the averaged

galactic noise data in Figure 26-6 shows that

the slope of the exponent of f is closer to -9.5

than it is to -2 as given by the Rayleigh-Jeans

approximation.
Since the temperatures given are defined in

terms of the Rayleigh-Jeans approximation,

we cannot use the -_.5 power directly. How-

ever, if we examine the differential noise rela-

tionship from one frequency (fl) to another

(f2) we can express the differential resultant
noise :

AN=2K(T2-- Tt)A] _D 2 4_rX_
k_'5 4 10.7D _

which reduces to approximately :

AN_2K( T,-- I'1) AJ
)`0.5

where

N 2KT, A,af_Af

N=noise from diffuse source

T=effective temperature of source

K=Boltzmann's constant= 1.38 X 10 -28 Joule/
oK

),=wavelength, m

A._=effective area, m z

J=bandwidth, cps

fi----antenna solid beam angle, steradians

(the source is assumed to fill the antenna

look angle)

However, the expression for antenna
width is:

4_- 47r_ 2
a=_ 10.7D2

and
7rD_

A,,_ 4

80

N 2KT_ 7rD2 4_'), 2
_-/ 4 10.7D _A-f

beam

_ 2KT, A/

Thus, the noise appears to be independent of

frequency. However, examination of the gen-

eral slope of the noise temperature vs. fre-

The total received noise would then be :

2K( T2-- T,) AJ
N+ AN=2K T, A]-F Xo.5

2 T AT

Thus the energy received from diffuse gal_-

tie sources may be considered to vary directly

as the square root of the frequency.

For reasonably wide antenna beam widths, a

scattered field of point sources should appear

similar to an extended source, so in most situa-

tions it is reasonable to treat the galactic noise

as aa extended source (Refs. 5, 7).

This is particularly true in planet-to-Earth

communications, since mueh of the noise arises

in the very extended atmospheric noise source

in the Earth's atmosphere.

However, in those cases where there are high-

energy point sources in the field of view of the

recei_ng antenna, a different set of criteria

exists. This will quite naturally be re.alized

should we at some future time depend upon a

satellite relay station outside the Earth's

atmosphere.
The ultimate distance over which we can

satisfactorily communicate rests largely on the

degree of degradation we are willing to accept

in the received intelligence. The definition of
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satisfactory "threshold" may be very arbi-
trarily made, but the intelligence-signal de-

gradation is a direct function of the ratio of the
signal to noise powers.

Let us combine the results of the communi-

cation power transmission and the probable re-

ceived noise power to ascertain their relation-
ship.

We have seen from Figure 26-6 that masers
make noise input contributions to the overall

communication system which can be, and usu-
ally are, lower than the galactic and atmos-
pheric noise contributions (Ref. 14). It is also
true that by use of the maser preamplifier right
at the input feed to the antenna, the contribu-
tion of the antenna itself can be made extremely
low.

Assuming this, and that we are treating all
sky noise as an extended source, the signal-to-
noise ratio of a signal received at Earth may be
stated thus:

_DtZD, 2
p, Po 16k2x2

However, since we have postulated fully coher-
ent polarization of our transmitted signal, and
the noise is completely random in its polariza-

tion, we will receive only one-half of the noise
energy (Ref. 12). Thus, the noise energy
would be:

(N+ AN)_j_bI_----K ( T_-4-_-6:-.jT)AJ

The simplified expression for the signal-to-
nois_ power is:

P, Po_D,_D/

This may also be written in terms of the antenna
gains:

P, _D/ _D, 2 X_
N_ =Po X2 X2

PoGtG, X_

Defining P,/(N+AN)=Q as the minimum ac-
ceptable signal-to-noise input to the receiver,
and solving for the distance:

X { PoG,G,X' y"

-_t161r'K(T,+_-_T.5)QAf/

_'D,D, ( p° .j)lf_
- -fit

4_ K(T,+T.5)Q A

IQ ._lli

From this it can be seen that the distance of

transmission is directly proportional to the an-
tenna-dish diameters, to the frequency, and to
the one-half power of the transmitted power.

Distance is inversely proportional to the one-
half powers of the acceptable receiver signal-to-
noise ratio, the sky temperature, and the noise
bandwidth. Notice that where l'e is small, the
differential distance approaches being propor-
tional to the three-fourths power of the fre-

quency.
This frequency-to-noise relationship is very

approximate, and holds only over the fie-
quency range from 200 Mc to about 1000 Mc

for communications through the Earth's at-

mosphere. Oatside the atmosphere, the rela-
tionship would continue on up in frequency to

some (at this time) unknown limit--prob_.bly

at least beyond 50-100 k Mc.

However, starting at about 1000 Mc, the

Earth's atmospheric noise contribution grossly

changes the received noise-to-frequenSy rela-

tionship, so that noise power rises sharply wifll

frequency.
The region of relative noise power mmhnum

is in the range of frequencies from 1 k Me to

10 k Mc, having its lowest point at approxi-

mately 1.5 k Mc to 2.5 k Mc at zenith pointing,

and depending upon the galactic sources in-
cluded in the beam. Assuming that distance

has been minimized 'by selecting a time of opera-
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tions during planetary perigee, the most effec-

tive cont,'olling parameters are dish diameters

and the frequency.

To those who follow radio astronomy it is

apparent that receiving-dish diameters are rap-

idly approaching their technical and economic

limits. The present JPL Deep Space Instru-

mentation Facility parabolic antennas are 85

feet in diameter with a gain above an isotropic

source of approximately 45 db. A single new
dish under consideration for construction at

the Goldstone, California, facility is 210 feet

in diameter, with a theoretical gain of 56 db

at 960 Me, but the technical problems of keep-

ing the dish surface sufficiently accurate under

v./rying attitudes, sun-heat, and wind-loading
conditions is indeed formidable. The reflecting

surface must be controlled within approxi-

mately ---+10 electrical devoTees to assure no ap-

preciable degradation of gain characteristics.

Figure '26-7 (Ref. 10) illustrates the degra-

dation of gain which is experienced with in-

,0 7
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FIG(TRE 26-7.--Antenna gain vs frequency.
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creasing frequency where the antenna surface

irregularities limit the coherence of the col-
lected energy. This "gain limiting" effect

makes it fruitless to raise the frequency of op-

eration beyond the capabilities of the antenna

and, in fact, when the wave len_h is reduced

to the point where the irregularities are of the

order of _/_, causes complete loss of gain.

The inference from practical measurements

on typic.tl antennas is that there is a maximum

gain factor ratio, D/X, which is very difficult to

exceed, and this appears, for fully-steerable

parabolic antennas, to be somewhere around

300-400. For example, the tolerances imposed

by this figure on our 85-ft dish at Goldstone

is approximately +--_6 in. over the entire sur-

face for no appreciable degradation at 3000 Mc.
This constraint is also a function of the over-

all size of the antenna since, in general con-

struction practice, the deflections tend to assume

magnitudes proportional to the overall size.

This can be mitigated by very careful design

and construction practices on the larger an-

tennas, but the cost becomes prohibitive when

related to the relative increase in performance
(Ref. 10).

This forces us to build antennas to no greater

accuracy than is foreseeably required, and to

use them in a "gain limited" manner--that is,

the operating frequency is generally as high as

the antenna accuracy permits. As can be seen

from Figure 96-7 (where a/D_x/12D) we still

have a little way to go in raising our operating

frequency above the present 890-960 Mc Mari-

ner 9 operating frequencies before the perform-

ance is seriously impaired.

The transmitting antenna on the Mariner

spacecraft is a modest 48 inches in diameter

with a gain of 18 db. It might be felt that this

size and gain could very easily be increased by

clever mechanical design. This is probably

trim, but the pointing problem of the resulting

thin radio beam from a stabilized spacecraft
can be a far more severe constraint than other

aspects of the system. The present spacecraft

antenna has a tran_nitting beam width in-

cluded angle of approximately 18 deg. This

allows a reasonable off-set pointing error in

spacecraft attitude control, with additional lati-

tude for some angular cycling.
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These factors have already set a limit on the

improvement which may reasonably be ob-

tained through an increase in antenna size for

future planetary space probes. The other fac-

tor which will definitely be changed is tlle oper-

ating frequeficy. The present JPL Mariner

operating frequency of 890-960 Mc will be in-
creased to 2300 Mc in the near future. Accord-

ing to the above dependencies, we shouhl realize

approximately twice the distance for the same

transmitter power and antenna diameters.

Since range determination and other factors in

the communication system are frequently

varied, it is much more convenient to have a less

cumbersome notation. This is easily accom-

plished hy using a logarithmic form for the

equation :

X 2_ PoG, O, x2

This becomes:

Log PoGtG,----- Log --

but

16_X _

X_

Pr _/+Log KT+Log _+Log

16_X _
x2 =space loss ratio

_=required signal-to-noise A]ratio in

Af=noise bandwidth, cycles

KT=noise power per cycle

Martin (Ref. 16) has refined this notation to

an easily usable form by separating the KT

power into two parts: that from 0 ° K to 290 °

K, and the additional power in decibels above

the 290 ° K level. All units are now expressed

in decibels, and the logarithmic notation is

dropped so that in db :

P,---total transmitted power (dbm)

G,---- transmitting antenna power gain over
isotropic (db)

G,----receiving antenna power gain over

isotropic (db)

2BL0=ten times the log of the noise band-

width (db) (this may be either the

predetection noise bandwidth in

cycles or subsequent filtering band-

width, whichever determines the

uncorrupted noise bandwidth of the

system)

S_ =ten times the log of the required sig-
N]2BLo hal-to-noise ratio in 2Bno for de-

fined threshold (db).

4,_r=noise power per cycle at 290°K=10
log (290) (Boltzmann's Constant_

= -- 174 dbm/cps

_NF----ten times the log of the excess noise

power per cycle above 290°K

(db); this is the stated overall

noise figure in decibels where am-

bient temperature is used as a
reference.

L,=ten times the space loss ratio ex-

pressed by

16_r2x2, db

Lp=any uncertainty factor required t.o

assure operation under worst case

conditions (db)

L,_----any miscellaneous losses in cables,
etc. (db)

As we have just seen, most of the parameters
entering into the range equation are well de-

fined or definable. These include P, G,, G_,

2BL0, _Kr, L, and Lp.

The two parameters which are not easily

defined, unless all conditions are known, are:

/___S ,
(a) _F, the input noise power and (b)_,N]2,Lo

the acceptable threshold signal-to-noise ratio

in the noise bandwidth. For this reason, and

small uncertainties which add up in measuring

the other parameters, it is common practice to

insert a "fudge factor" of approximately four to

eight decibels in a practical communication

system to take care of the uncertainties of an-

tenna pointing, atmospherics, etc., which may

be expected but are not definitely known, in
order to assure successful communications.

We have already reviewed, to a certain ex-

tent, the vagaries of cosmic and atmospheric

noise, so let us now turn our attention to the

S

other rather vague term, (_)2,Lo , the "required

signal-to-noise in the noise bandwidth."

328



DATA ACQUISITION AT PLANETARY RANGES

In the past, the ultimate distance to which

we could satisfactorily communicate rested

largely upon our definition of how much degra-

dation we were willing to accept in the received

intelligence before calling it "threshold". It has

always been a problem to the telemetering en-

gineer that there was no discrete threshold on

some of the simpler analog mechanizations of

AM and FM teIenletrv. The data simply be-

came more and more noisy until it became a mat-

ter of conjecture whether you were receiving

noise-like data, or data-like noise.

Much of this uncertainty was removed by the

advent of phase tracking filtem (Ref. 17), and
similar correhttion devices.

Although these devices work much closer to
the Shannon limit of information transfer for

specified bandwidths, they do this by a method

of averaging-out the interfering noise either in

the time domain, or the frequency domain, or

both. This averaging, in the usnal case, re-

quires a certain integration time before the de-

tector is able to decide that it is truly receiving

distinctive data, and once it loses track of the

signal in time (loss of phase coherence) it must

again perform its integration flmction to "re-

acquire". The result, of course, is that at some

much lower "break point", phase coherence will

be lost momentarily, with attendant loss of time

in resynchronization, resulting in a very quick

degradat ion of the output signal-to-noise as the

input signal-to-noise is lowered.

Any reasonable discussion of coding theory

is beyond the scope of this paper, but JPL has

been particularly active in this field, and there

are many excellent JPL references which are

the basis of the present Mariner 2 telemetry sys-

tem and of JPL communication systems which

are now in development (Refs. 18, 19, 9.0, 94).

A description of some of the practical con-

straints of design for the Mariner system are

probably worth mentioning, since they are sel-

dom mentioned in rigorous treatments.

Figure 96-8 gives the theoretical probability
of bit error versus the ratio of the information

ener_0"y per information bit to the noise energy

per cycle of bandwidth for several common

coding methods. The threshold S/N at which

degradation begins, becomes lower ,as the coding
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FIGURE 26-8.--Bit error vs noise density for several

type codings.

of information becomes increasingly redundant,
with a theoretical limit (Ref. 19) of:

BT/S=Ln2

The middle curve is the theoretical perform-

ance limit for a phase-shift keyed binary coded

communication system. The Mariner system is

a coherent PSK coded system using separate

subcarrier channels for synchronization and in-
formation. Tests on the subcarrier demodula-

tion system reveal performance within 0.5 to
1.0 db of the theoretical.

This performance has been accomplished by

the use of pseudo-noise coding in the synchroni-

zation channel to give both matched filter de-

tection of the data bits, and data word synchro-
nization.

Both subcarrier channels in the Mariner are

modulated ±90 deg in phase, allowing simple
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Fm_ 26-9.--Matched bit filter by "integrate and dump."

logical circuitry to be used in the modulation

and demodulation equipment. Figure 96-9

shows the method of performing optimum de-

tection of a transmitted signal being phase

modulated ___90 deg, where

Sin ((or +90 deg) = -+-Sin _t

The transmitted signal is disturbed in both

amplitude and phase during its transmission,

giving ___sin ,_t + N--

This is phase detected against a locally gen-

erated reference of sin (,_t + 90 deg). The re-

sultant output of N+_% is applied to a high

quality integrator.

The integrator is "dumped" or reset at the

very beginning of e_h possible incoming data

bit, and the integrated level is sampled just at

the end of each period of integration to detect

whether a '%ne" or a "zero" was being trans-
mitted during that bit period. The final de-

cision device is a precision level detector which

samples the integrator.

Typical waveforms are given t_) illustrate the

action of the integrator in separatil_g the
information bit from the noise.

No hint is given in Figure 26-9 of the method

of transmitting the bit synchronization pulses

which are necessary to time the integration and

dump times. As previously stated, this is

done by a separate synchronization channel

which is shown in simplified form in Figure
26-10.

As may be seen, a pseudo-noise code genera-

tor is the local coding device in both the trans-

mitter and the receiver, being stepped in

synchronism by the 2f, source in the transmit-

ters and by a phase locked, voltage controlled
local oscillator in the receiver. The two PN

generators cyclically produce the same code of a

predetermined length, which is random in the
statistical distribution of ones and zeros that

its spectrum is pseudo-noise. For this purpose,

a particular code is chosen, which has only one

point of autocorrelation along its entire length,

even when compared to a series of the same

code taken in sequence. As a result, the codes

may be used in a phase locked loop as shown,

by performing a modulo 2 addition between the

incoming and the local PN codes, and integrat-

ing the serial result. When the two codes are

out of phase, the sum will be essentially zero,

but when the codes are aligned, the integrated

value will be the sum of M1 the bit agreements

along the entire code length. The PN code

330



DATA ACQUISITION AT PLANETARY RANGES

_ ," I B.P.ASEITOTR_NSM'TTER5"/ I B.P"ASEI O _ ,O, _ I LOOP/T ;r,oouL,TO,I ...._O.-----7"ODOLATORI _ F'LTERI--7

I_ ' T" " _ RECE'VER'"T " [ i ' I
=__ L l P.COOE_ I ', I LO_ALL_

NOTES:

A UNMODULATED SYNC SUBCARRIER

B TYPICAL PSEUDO-NOISE WAVEFORM

PN AUTOCORRELATION FUNCTION

MODULATED SYNC SUBCARRIER SPECTRUM

o 21, 4r,

It
o 2_ 4r,

D RECOVERED SYNC SUBCARRIER

L J7J  NJ7J7 
ooool ;-Ll- --REPE'T'NO

I'----_-CODE-- :_I_-COMPLEMENT--_

-----_REPEATING

A
E LOOP CORRELATION FUNCTION -J _j/

FZGURE 26-10.--Pseudo-noise syne channel.

LOCK-IN POINTS

REPEATING

length used in the Mariner '2 is 63 bits long for
these reasons :

1. The code must be sufficiently long so that

occasional bit errors will not appreciably

degrade its correlation properties.

•2. The code should not be so long that it re-

quires any more generation equipment
than necessary.

3. It must meet the criteria of bit length=

4n -1 to meet the transorthogonal criteria

of having only one comma-free auto-

correlation point.

4. It should meet the criteria of bit length =

'2n -1 to allow the longest code to be de-

rived from the least number of flip-flops.
5. It must have 7 as a factor.

The last criterion was imposed, because it was

decided early in the Mariner design to acquire

word syncronization as well as bit sync from

the PN mechanization. The desired quantiza-

tion level for measurements was 2 (Ref. 7), so a

seven bit information word, transmitted simul-

taneously with a 63 bit PN code would allow the

assignment of an even nine bits of PN code to

each information bit.

The spectrum of a PN modulated synchro-

nization subcarrier channel is graphically

shown in line C of Fig71re .o6-10. Notice that

there is a null in the spectrum around the region

of four times the subcarrier which is being PN

modulated. Advantage has been taken of this

in the Mariner to place the information sub-

carrier at a frequency which would have the

least common spectrum occupancy with the

sync channel. This results in a fully coherent

system of frequencies which hold the same rela-

tive ratios, no matter what information rate

may be transmitted. These ratios are: 1 word

=7 information bits=63 PN bits=126 cycles

of PN clock=252 cycles of information sub-
carrier.

The sync channel provides its own local

phase-locked frequency drive for the PN code

generator in the ground equipment using the
usual narrow band servo feedback techniques.

The information channel also derives its own

sin _t reference frequency in a similar manner.

In the present ground demodulator, either one

of these loops may be used as reference for the

other by multiplying up in frequency or divid-
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ing down, whichever is necessary. Minimum

phase jitter is experienced when the system is

being phase clocked by the highest available

frequency, which also happens to ]lave the

strongest spectral energy. This is the iufor-
mation subcarrier.

There is of course, a slight technical detail
which so far has been omitted for" the sake of

simplicity. This detail concerns the fact that

when the composite correlation function of a
PN code modulated on a coherent subcarrier

is taken on itself, the correlation function

reverses sign at each successive match point for

the PN code. The necessa_, lo#c to correct

this problem has the unfortunate characteristic

that it destroys the sync channel subearrier fre-

quency by bi-phase modulating it. Conse-
quently, phase lock information can only be

derived from the sync subcarrier by autocor-

rehttion (squaring the sync subcarrier). This
causes some complication to the system, but has

not appeared to degrade its ultimate perform-

ance, since final sync is taken from the data

subcarrier which has more inherent power, and

being four times higher in frequency is a better

phase reference.

At this point, it should be pointed out that

the incoming RF signal is essentially divided

into two components--that part of the carrier

power which is converted into sideband infor-

mation ener_-3,, and the remaining unmodulated

RF carrier power.

Since the RF receivers are used for tracking

as well as for information, the tracking noise

bandwidth is made extremely narrow (i_0 cps)

and the wideband infornmtion channel (3000

cps) is taken from the error function of the RF

tracking servo loop in the receiver.

The narrow hancl tmmodulated RF carrier

energ 3" defines the energy available to the RF

receiver for its acquisition and tracking, and

the sideband energy defines the available energy
in the coded information channel.

It has been common practice at JPL to adjust
the relat ive RF and sideband information ener-

gies so that the subcarrier demodulator thresh-

old is 3-6 db higher than the RF receiver

threshold. This ensures proper RF tracking

beyond actual data capability, and also sire-

plifies operational lock-acquisition procedures,

particularly on marginal signals.

The JPL Deep Space Instrumentation re-

ceivers have an RF signal threshold of -160

dbm to -162 dbm using parametric RF pre-

amplifim_ (Ref. 13).

By using a helium cooled maser at the Gold-

stone Pioneer Site, this threshold is dropped an
additional 5 db to -167 dbm.

The telemetry subcarrier demodulator has a

theoretical defined threshold of 6.5 db siglml-to-

noise at its input for a resultant word error

probability of one word in one hundred at its

output. This is equivalent to a bit error prob-

,_bility of one bit in 1.4 x 103 bits for the 7 bit

words being used.

What does all this mean in terms of a prac-

tical interplanetary system such as the Mariner

27 Since no-one has ever really tran_litted

over these distance_s one way, it means that very
close attention to all noise and threshold criteria

is mandatory throughout the conmmnication

system desigm to assure predicted performance.

For this purpose, de.sign control tahles are

carefully tabulated for each spacecraft eomnm-

nieation system design, and these are constantly

reviewed and revised as changes or modifica-

tions are made in the DSIF equipmmlt or space-
craft communications. Table 26-I shows a

typical control table as compiled by R. P.
Mathison for Mariner 2.

During flight, a constant cheek through tele-

metered data is made on the spacecraft trans-

mitter power output, its receiver A.G.C. and

phase lock loop error voltages. The ground

system transmitter power and receiver param-

eters are also monitored, and the results are

compared to the design tables. These are used

to check spacecraft performance, and to look

for inadequacies or inaccuracies in the design

table figqlres.

As may Ire seen from the tables, we have a

design which looks very reasonable for our

lower data rates at Venus encounter, and thus

far, the performance of the communication link

to the spacecraft is remarkably close to theoreti-

cal prediction.

Returning to the range equation, let us see

what our potentialities are for immediate com-

munications with other planets than Venus.
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Separating tile space loss, L_= 16_r2X2/X _ into

two components, L,=(4_/X)_+X _-, grouping

all coupling, uncertainty, modulation, polari-

zation and miscellaneous losses together, and

letting /\f-noise bandwidth (gBL0), we get,

in decibels :

, 4r 2

Substituting approximate but realistic fig-

ures (Ref. 15) for the present Mariner 2 im-

plementations [i.e., 1 cps noise bandwidth, 15 °

K antenna temperature, 9dbz(S/Nal] intro-

ducing 2300 Mc as ttle operating frequency,

and solving for translnitter power as a function

of distance :

P, +52+25= 10 + 40 +X 2-198.6+ 15 +_J+ 9

or

P,=X_--202÷Af

At Moon distance:

P,= 172--202+_/

= --30dbm+ AJ

This implies a 1000 cps communication band-
width for one milliwatt to Moon distance.

Table II shows the power requirements for a

normalized, 1-cps communication bandwidth for

the other planetary distances. Note that the

distance in db is not the space loss. The space

loss may be determined by adding 40 db to the

figures given, where the 40 db represents the

('4_r/_,) _portion of the space loss.

Admittedly these are pessimistic figures, for

they are based on items currently in use, or near

imminent use. The inference however is clear;

communications to all of these planets is not

only feasible but reasonable within the limita-

tions of currently available designs.

TABLE 26-II.--Representative Normalized Capabil{ty o/ Mariner Sy,stem, at _300 Mc

Planet

Moon ................................

Venus (near) ...........................

Venus (tar) ............................

Mars (near) ............................

Mars (far) .............................

Mercury (near) .........................

Mercury (far) ..........................

Jupiter (near) ..........................

Jupiter (far) ..........................

Saturn (near) ..........................

Saturn (far) ............................

Uranus (near) ..........................

Uranus (far) ...........................

Neptune (near) .........................

Neptune (far) ..........................

Pluto (near) ...........................

Pluto (far) .............................

Relative distance
(1 meter reference),

db

172

215

228

221

234

219

226

236

240

242

244

249

250

252

253

252

257

Transmitted power
Power for I cps, dbm for Icps, w

-- 30 Below

capability

13 0. 02

26 0. 4

16 0. 04

32 0. 16

17 0. 05

24 0. 25

34 2. 5

38 6. 3

40 10. 0

42 16. 0

47 50

48 63

5O 100

51 125

5O I00

55 316

Bandwidth for 3
watts (35 dbm), cps

Above

capability

160

8

80

2

65

12

1.2

0.5

0.3

0.2

0. 06

0. 05

0. 03

0. O2

0. 03

0.01
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SUMMARY THEORY

The concept of the Path-Adaptiye Guidance Mode is
describe(l, and illustrated with a simple exnmple. Mo-
tivations for this approach to galidance are shown as
arising out of the requirements of the Saturn space
vehicle and its wide variety of missions. The way in
which certain scientific disciplines are involved in the
development and application of this guidance mode is
discussed.

INTRODUCTION

The problem of defining a guidance system

may be broken down into three areas. The first

of these is the generation of information about
the instantaneous state of the vehicle at each

point in flight. The second is the g_lldance

mode, which is understood to be the flight theo-

retical concept on which the gafidance system

bases its steering decisions during flight.
Finally, there is the control system, which takes

the output of the guidance mode and imposes

it upon the vehicle. This paper is concerned

with only the second of these three items, the

guidance mode.

Performance and Guidance

For use in the following discussion it is con-

venient to define two "problem areas." These

are the performance problem and the guidance
problem. The performance problem is con-

cerned with selecting the "best" path to follow

in order to accomplish some mission. The best

path is defined as that path which extremizes

some quantity. In the following discussion it

will always be assumed that flight time is to be

minimized, which is equivalent to maximizing

payload in the vehicle systems under study.

The guidance problem involves the instan-
taneous evaluation of the vehicle state and the

generation of a steering program which will

lead to mission accomplishment. Also included

in the guidance problem is the requirement that

the vehicle terminate thrusting at the appro-

priate time. Thus, the _fidance problem is to

evaluate the vehicle's instantaneous state co-

ordinates and from these generate a steering
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program and an estimated time to terminate

thrust. If the solution which is generated by

the guidance system is identical to the solution

of the performance problem at every point, the

guidance mode may be said to be optimum.

Guidance Mode

Many different techniques have been used to

generate guidance modes in the past. Two of

these schemes, which are typical, are the "delta

minimum" scheme and the "velocity-to-be-

gained" scheme. Each of these methods has its

advantages under an appropriate set of cir-

cumstances and is described briefly. The delta
minimum scheme assumes that the state coordi-

uates at any point in time will only be slightly

different from those of some precomputed

standard trajectory. This precomputed tra-

jectory is stored on-board the space vehicle. In

flight a comparison is made between the vehicle

state coordinates and the corresponding values

of the precomputed standard trajectory with

the difference in the coordinates being used to

generate an error signal. The guidance mode

acts to null this error signal. Cutoff is given

when the vehicle pierces an empirically deter-

mined surface in phase space which is computed

by curve fitting an area near the standard cutoff
va]ne.

In the velocity-to-be-gained guidance mode

an instantaneous velocity vector is measured at

each point in flight. A vector is computed

which, if obtained at theft instant, would lead
to mission fulfillment. The difference between

these two vectors is used as an error signal for

steering commands and cutoff.

Eacqa of these two glfidance modes has been

used in flight vehicles and performed satisfac-

iorily. However, some of the inadequacies of

such simplified approaches may be recognized

from the following discussion of the need for

the adaptive guidance mode.

Need for the Adaptive Guidance Mode

The adaptive guidance mode is under devel-

opment at the George C. Marshall Space Flight
Center in an effort to overcome some of the

limitations which are encountered in simplified

schemes. The introduction of large, complex,

umlti-purpose vehicles such as the Saturn leads

to severe requirements on the guidance system.

No longer is it possible to assume that only one

type of mission will be flown. The _fidance

system must be capable of handling large per-
turbations in the state coordinates such as those

which would be introduced by the failure of

one engine of a cluster of engines. The adap-

tive guidance mode also is independent of the

location of the computations. This flexibility

might be utilized on a lunar mission, for exam-

ple, by computing the steering program and

cutoff function on-board during boost flight.

After termination of thrust of the last stage of

boost flight, the location of computation could

be transferred to ground facilities with infor-

mation and command channels linking the ve-

hicle to the ground. For landing on the moon

the location of computation might be main-

rained at the earth, transferred back on-board

the vehicle, or possibly transferred to a lunar

base, when one is established.

One of the greatest advantages of the adap-

tive guidance mode is the flexibility which it

extends to the designer. The same concept may

be used for flights which require very little in

the way of guidance and for flights which are

extremely demanding of the guidance mode.

The adaptive gqfidanee mode can help the de-

signer to measure the influence of hardware con-
straints on a system. This results from the fact,

that at each point the theoretical optium so-
lution is known. If an additional constraint is

added, the resulting degradation in system

performance indicates the cost of that con-

straint. Thus, the designer has immediate

control over the degree of optimization of the

_fidance scheme and a method of easily per-

forming system optimization studies.

Two Point Boundary Value Problem

The adaptive gnidance mode attacks the

problems described in the previous section by

an instantaneous solution of the performance

problem at each point in flight. The problem
which is to be solved is a two point boundary

value problem in the calculus of variations.
We know the state coordinates of the vehicle at

any time. We also know a functional descrip-
tion of the end conditions which are desired.

Thus, we have conditions which must be met at
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each of tile two boundaries of the problem. The
problem then reduces to the selection of that

path which satisfies both end conditions and at

the same time renders flight time a minimum.

In most cases this problem may not be solved ill

closed form, but rather a numerical solution is

necessary. A numerical approach to the two

point boundary value problem is to assume
values for all of the control variables which are

unknown at one of the boundaries. The equa-

tions are then numerically integ'rated to obtain

the resulting conditions at the second boundary.

An iteration may be used to select values at the

first boundary which give the desired results at

the second. Thus, whereas the solution is bas-

ically one of calculus of variations, it is heav-

ily dependent upon numerical analysis and the

exploitation of large computers. Work is in

progress which will hopefully lead to a closed

solution to the two point boundary value prob-

lem. However, _m_il such a closed solution is

available, it will be necessary to continue with

numerical solutions. This technique is not

unreasonable, since an IBM 7090 computer ean

give the desired solution to a typical Saturn

two point trajectory optimization problem in

less than one minute. Although this is a short

time, it would still be desirable to reduce the

time of the numerical solutions, since many
such individual solutions are used in the over-all

solution to the guidance problem. Effort is
being expended in this direction also.

Mission Criteria

In the past it was usually a relatively simple

matter to mathematically express the conditions

desired at cutoff, the end of the propelled phase
of flight. Frequently only one stage was flown

with gMdance, with the cutoff point being de-

fined to be a circle, perigee of an ellipse, or in-

ieetion into a ballistic f/ight (ellipse) having a

specified range at. impact. However, as mis-

sions become more complex, the formulation of
mission criteria becomes more formidable.

Consider, for example, the flight of a vehicle to

impact on the moon. Assume that three stages

are used during boost flight. The shaping of

the first stage will be largely dictated by the

necessity to sm'vive certain atmospheric forces.

The second and third stages, however, are avail-

t_ble for optinmm shaping. In order to shape

the second stage in an optimmn manner, the

guidance mode must look forward to the end

condition of the mission, that is the lunar im-

pact, and shape second stage flight in such a

manner as to give optilnum performance in

reaching that point. Clearly the introduction

of any other arbitrary intermediate mission

criteria at the burn-out points of the individual

stages can only lead to performance degrada-

tion, since these represent additional, unneces-

sary constraints on the system.

The attainment of a complete analytical solu-

tion to as complex a problem of mission fornm-

lation as the one posed on hmar flights will re-

quire, a great deal of research. Extensive work
has been done in celestial mechanics which per-

tains to this problem, but the field is still wide

open for both analytical work and numerical

studies. Numerical methods can be applied

well, since only solutions within certain regions

restricted by practical considerations are

needed. These numerical methods, taking full

advantage of new, advanced computing facili-

ties, may consist first of generating families of

trajeetories which satisfy the pertinent two

point boundary value problem in celestial

mechanics. Next, the region of this family that

coincided with the expected cutoff region of the

preceding powered phase would be represented

in some form by numerical curve fitting pro-

eedures. Analytic methods of solution are also

aided by the limited region aspect. Also, an-

alytic methods should provide judgement as to
which coordinates and which functions are best

suited for the numerical procedures.

It might be pointed out that presently avail-

able procedures appear to be sufficient to pro-

vide the functions required by the adaptive

guidance mode. The main object of such re-

search efforts as just described is to economize

on the time and expense of obtaining results by

present methods, and to minimize the quantity

of computations required of the on-board com-

puter.

Steering Function and Cutoff Function

A system of equations that describes a two

dimensionaI vacuum flight in an inverse square
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gravitational field of a vehicle having constant
thrust and nntss flow is :

--= (1)

m 1+(_)0 (T_T0)

extension to three dimensions may be readily
made. In this case two angles are required to

specify the orientation of the vehicle, which

leads to the requirement for steering functions
in both pitch and yaw.

APPLICATION

j_=(F) sin X--(r_) X (2)

At any time in flight, To, the state coordinates

Y0
may be assumed to be known. Application of

the calculus of variations theory leads to the

requirement that

•" [--i 2"[k

x,=[ __j p,,(2x2-Y 2)+3x2xY] (5)

.. ]¢2

[ax,xr+x (2r,-x,)l (6)

0= _,1cos x--X_ sin x (7)

be satisfied together with equations (1-3) and
the boundary conditions in order that the x

function extremize (T--To). The solution for

the function x(T), evaluated at T= To is

rh
xo=xo (Xo, Yo, Xo, _[%, To, (F)o, (m)o) (8)

The solution of the given system of equations

will also lead to an expression for the time of

cutoff, 2"I,

_hx0,Y0
The right hand sides of equations 8 and 9

are referred to as the steering function and the

cutoff function, respectively. It is the quality
of these two functions which determines the de-

gree to which the performance problem is saris-

fled at. each point. The following section on

applications takes up the problem of generat-

ing equations 8 and 9. Whereas the equations

(2-9) have assumed two dimensional flight, the

Introduction

The adaptive guidance mode has been imple-

mented for a variety of nfissions. That is, the

guidance equations have been developed, and

the actual in-flight behavior of a vehicle operat-

ing under them simulated. These missions have

utilized both two and three stage vehicles for

injection of spacecraft into orbital mission with

and without rendezvous requirements, into re-

entry flights as well as into transits to the moon.

Effort has primarily been directed toward

'tchieving a good formulation of the mode and

an lmderstanding of the problems of imple-

mentation rather than producing a large

amount of data. Direction of studies on adap-

tive guidance is centered at MSFC. This direc-

tion guides the work of a number of universities

and industrial concerns on problems of applica-

tion and supporting research. Research is being

pursued primarily in the fields of calculus of
variations, celestial mechanics, and the exploita-

tion of large computers.

Assumptions

One of the missions for which the adaptive

guidance mode has been implemented is injec-
tion of a Block II, Saturn C-1 vehicle into a

150 nautical mile circular orbit independent of

range. Launch was assumed to have taken

place from Cape Canaveral, Florida. Due to

tracking considerations it was specified that the

fight plane of the vehicle, defined at orbital in-

jection, be the plane containing a great circle

passing through the launch site at the time of

vehicle liftoff at, an azimuth angle of 71_°,

measured east from north. The launch facility

requires the vehicle to liftoff on a 100 ° azimuth.

Thus, it is necessary that a roll maneuver be im-

posed shortly after liftoff to bring the flight into

the desired plane at cutoff. The first st,'tge was

constrained to fly one fixed, preprogrammed

tilt angle history which was selected on the
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basis of performance for a flight with all con-

ditions nominal. This constraint was imposed

due to atmospheric forces and separation con-
siderations.

Steering Function and Cutoff Function
Approximation

The success of the adaptive guidance mode

has been demonstrated to depend on the quality

of the steering equation and cutoff equation

shown functionally in equations 8 and 9. The

approach which is being taken at this time is

to generate these functions numerically by

forming approximating polynomials to the true

functions. In the example given, a family of

first stage trajectories was generated which in-
cluded tile effect of failure of each of the four

control engines (one at a time) at 40 seconds

of flight time, failure of each of the four control

engines at 90 seconds and perturbations in thrust

taken about the nominal (all engines operating)

case. From each of the first stage end points

generated in this fashion, a set of second stage

trajectories was calculated. This set of trajec-

tories included variations in second stage mass

flow and thrust. All second stage flights were

shaped by a three dimensional calculus of vari-

ations program which assumed vacuum flight

about an oblate earth. Each of these trajec-

tories was required to satisfy the two point

boundary value problem defined by the mission

criteria at injection and the initial conditions at

second stage ignition. In this manner a volume

of trajectories was established which covered

the region of phase space through which flight

of the vehicle might be expected to occur (up

to a given level of probability). Each of the

points on each of these trajectories then repre-

sents a point in space at which the solution to

the performance problem is known. That is,

at that point the values of x and T_ are known

which are optimum for mission satisfaction.

The problem is then to use the known solutions

to obtain an approximate solution over the en-

tire volume. This involves curve fitting a func-

tion of several variables. No general theory is

presently available on this subject. However_

good results are being obtained through the use

of the least-squares technique. The least-

squares technique involves assuming the form

of an approximating polynomial. The method

then is to minimize the sum of the squares of

the differences between the approximating pol-

ynomial and the tabulated data points at each

point in the volume.

One method of measm'ing the accuracy of an

approximating polynomial is the Root Mean

Square (RMS) error. This is defined by the

square root of the sum of the square of the dif-

ferences between the polynomial and the data

points at each point in the volume, divided by

the number of points used. That is,

-_' (X'--X')2 (10)AX= _-z N

where x_=value of x at the i th point.

_,=value of the _pproximating polyno-
mial evaluated at the i th point

N=total number of points used.

Three principal problems have been intro-

duced, selection of the terms i_ the approximat-

ing polynomial, selection of the data points to

be used in the curve fitting routine, and esti-

mation of the accuracy of a given polynomial.

_rhereas it is recognized that the satisfaction

of the mission criteria together with minimiza-

tion of burning time must be the end goal by

which the accuracy of a given polynomial is

judged, it has been found in practice that the

RMS error is a good indication. Therefore,
the RMS error was used in this example as the

criterion for judging which polynomials

should be employed.
Various methods have been tried for select-

ing the points to be used. Again, this work has

mainly been empirical. In this example the

data points were selected by sampling each of

the family of second stage trajectories at 5

second intervals starting at 140 seconds after

liftoff and continuing to 170 seconds. A

sampling interval of 40 seconds was applied

from 170-610 seconds, after which the interval

was decreased back to 5 seconds. This particu-

lar set of data points (3474 in number) is re-
ferred to as the .statistical model. The increased

sampling around the end points was used in

order to increase the quality of the curve fit

in those regions. This is especially desired at
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cutoff, where dm mission criteria must be satis-

fied. The ignition and cutoff points of all of

the second stage trajectories lie within the

region of dense coverage by data points. In

most cases it was necessary to extend the tra-

jectories beyond each of their boundaries in

order to provide a good collection of data points

for the sample indicated.

The remaining problem was that of selection

of the approximating polynomial. This was

investigated by assuming a polynomial of the
form

is oriented in the firing direction at liftoff. The

Z"-axis is then defined to complete a right-

hand cartesian system. The orientation of the

vehicle axis is specified in a vehicle fixed carte-

sian system denoted by X,,. The origin of the

vehicle system is assumed to be at its center of

mass with the Y axis passing down the long axis

of the vehic M positive through the nose. The

X and Z axes are oriented such that they corre-

spond to the X'" and Z" directions, respec-

tively, when the vehicle is on the launch pad.

At any time point the transformation from the

inertial system to the vehicle fi_ed system is

given by

where h, k, p, q, r, s were taken to be a set of

non-negative integers such that h+k+p+q+

r+s<_-3. The limitation to order 3 was arbi-

trary, but sufficient for the accuracy desired.

The term (m), which theory indicates should

be carried, is not included due to hardware con-

siderations. Studies have indicated only a

small decrease in the accuracy of a Wen

polynomial form as a result of dropping the

(_-) terms. This decrease in accuracy may be

largely compensated for by the addition of a

few more terms to that polynomial.

The cutoff function is generated in much the

same manner as the steering function. Results

are not yet available on the cutoff function for

this partietflar mission. However, previous

studies have proven the feasibility of genera-
tion of a cutoff function in the indicated man-

ner. A simplification is introduced by expand-

ing the cutoff flmction only in the neighborhood

(50-100 seconds for example) of expected cut-

off. This does not degenerate the g_fidance

mode in any way and may allow more accurate

approximating polynomials to be generated.

Results

The Saturn vehicle re_ives sieering com-

mands in a coordinate system, X", which is

initially fixed with its origin at the launch site.

The//"-axis of the coordinate system is directed

parallel to the direction of gravity at the launch

point, passes through the center of the earth,

and is positive radially outward. The X"-axis

x_,=[xG I-x,,], [-x.], x" (lZ)

if the assumption is made that the vehicle as-

sumes exactly the commanded attitude, The

subscripts on the three rotational matrices indi-
cate the axis about which the transformation

was made. For example,

[! 0 0][Xr],= cos Xr sin Xr (13)

--sin Xr cos Xr

Roll is constrained to zero during second

stage flight of Saturn vehicles, leaving two an-

gles to be commanded, xe and xr" Tables I
and II contain typical pobmomials for the

pitch and yaw steering functions, respectively.
In order to determine the contribution to the

value of x of each of the terms, an evaluation

for the nominal flight was made at ignition of

the second stage. This is presented in Table

27-III for the pitch steering fimction. The
contribution of each of the terms varies over

time, dependent on the values of the state varia-

bles at the point of evaluation. However, the
contributions listed in Table 27-III are typical

of those which would be encountered in any of

the cases.

A series of in-flight disturbances were as-
sumed and introduced one at a time to deter-

mine their effect on injection. The two steer-

ing functions indicated in Tables 27-I and 27-II
were assumed to be in effect. Cutoff was ,as-

sumed to have been given at an inertial velocity

of 7738 meters per second. The resulting in-

jection accuracies are presented in Table 27-IV.
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Greater accuracy, if desired, may be obtained by

using more terms in tile two steering functions.

TABLE 27-I.--Typical Pitch Steering Function

Variable Coefficient

A ............................. --3.7594.10
X ............................. --2.7100.10 -5

Y_ ............................ 6.4708.10 -5

Z ............................. --5.8160.10 -n

5"............................. 1.3616- 10 -2
2 ............................. -- 1.9121- 10-:

Fire ........................... 5.1309.10 -1
y2 ............................ 7.1154.10 -1°

Z]_ ........................... -- 1.6515" 10 -7
y2 ........................... 3.2295" 10 7
XY2 ........................... --2.5843- 10 -16
Y_ ............................ 8.5879" 10 -16
y_z* ........................... 5.1123" )0 -n
_3 ............................ 7.9804" 10 -9
y22 ........................... 1.6455 • 10 -1°

XY(F/m) ...................... --5.7500.10 -12

Y_F/m ......................... 4.3811.10 -12

Y_(F/m) ...................... 1.0253.10 -g

Z(F/m)2 ....................... 5.9772.10 -7
X2T_ .......................... 2.8873.10 -13

XYT_ ......................... 2.7547.10 -12
X_'T_ ......................... -- 1.6542.10 -s

Y_T .......................... 3.9522.10 -1°

YZT .......................... 1.1063.10 -g

XT _........................... -- 1.3556.10 -°
_T_ ........................... 6.7291.10 -s

_'T 2........................... --6.4193.10 -s
T a............................ 1.1087.10 -_

X:_z ........................... -- 3.8524.10 -14

TABLE '27-II.--Typieal Yaw Steering Funetgon

Variable Coefficient

A ............................. --5.5754
X ............................. 3.8962.10-*

Y_ ............................ 3.9333.10 -_

Z ............................. 6.2342.10-*
J( ............................. -- 3.4305.10 -2

_z............................. 1.9962.10 -2
_" ............................. --3.1977.10 -2

F/m ........................... 4.9044.10 -2
T ............................ -- 3.2566.10 -2

XT ........................... -- 3.0044.10 -_

YT ........................... 3.4679.10 -8

ZT_ ........................... -- 5.2671. i0 -_
._T ........................... 4.3656.10 -4

_'T ........................... -- 1.2815.10 -s

ZT_ ........................... 5.0010.10 -*

Fire T_ ........................ -- 1.7348. I0 -_

X2F/m ......................... -- 7.3330.10 -11

XY(F/m) ...................... -- 1.2626.10 -H

Y_F/m ......................... -- 1.5006.10 -l_

XZ(F/m) ...................... -- 2.8128. I0 -l°

YZ(F/m) ...................... -- 2.2184.10 -tl
Z2F/m ......................... -- 2.7001.10 -l°

Variable Coefficient

Jg_F/m ......................... 1.7726.10 -7

_2F/m ......................... -- 1.8590- 10 -s

Z,2F/m ......................... --3.4311.10 -7

X (F/m)* ....................... 6.0921.10 -8

y(F/m)2 ....................... -- 2.8912.10 -_

Z(F/m)2 ....................... 1.2572.10 -7

._[(F/m)2 ...................... -- 2.8831.10 -6

_(F[m)2 ....................... -- 2.2669.10 -7

'Z(F/m) 2....................... -- 3.5421.10 -_
X2T_ .......................... 1.9175.10 -u

XYT_ ......................... 5.5497.10 -n

Y2T_ .......................... 1.5029.10 -la

XZT_ ......................... 7.2002.10 -n

YZT .......................... 9.9162.10 -t2

Z2T ........................... 6.8154.10 -n
/(27_ .......................... --6.5189.10 -s

1_2T_ .......................... 9.5681.10 -_

7_2T ........................... 1.1316.10 -7

(F/m)*T ....................... 1.7910.10 -s

(F/m) T_....................... -- 1.2290.10 -_

TABLE 27-III.--Evaluation o/ P/teh Steeri_g

Function at Ignition o/ Second Stage /or

Standard Flight

Variable Coefficient Contribution to
x_ (deg)

A o ...............

Z ................

Y ................

Z ................

Fire ..............
y2 ...............

Z_ ...............
YZ ...............

XY2 ..............

Y_ ...............

y£2 ..............

Y_ ...............
X2_ ..............

XY(F[m) .........
Y2F/m ............

Y_(F/m) .........

"Z(F[m): ..........

X: T_ .............
XYT_ ............

]_Y T_ ............

X_T_ ............

YZT .............

X7_ ..............

_7_ ..............

_zT_ ..............

T 3 ...............

X 2Y ..............

-- 3. 7594.10

--2. 7100.10 -_

6. 4708.10 -_

-- 5, 8160.10 -s

1. 3616.10 -2

-- 1. 9121.10-*

5. 1309.10-_

7. 1154.10 -_°

-- 1. 6515.10 -_
3. 2295.10-v

--2. 5843.10 -t_
8. 5879.10 -_

5. 1123.10 -n

7. 9804.10-_

1. 6455.10 -_°

--5. 7500' I0 -_

4. 3811.10 -_*

1. 0253.10 -_

5. 9772.10 -7
2. 8873.10 -_a

2. 7547- 10 -_2

-- 1. 6542- 10-s

3. 9522.10 -_

1. 1063.10 -9

-- 1. 3556" 10-_

6. 7291. l0 -s

--6. 4193.10 -s

1. 1087" 10 -_

--3. 8524.10 -_*

--37.595

--3.8859

4.4583
2. 3827

16. 093

24.089

32. 121

3. 3778

9966

-- 28.033

--. 17591

.02809

4. 9203

13. 175

17.995

--3. 5564

1. 3020

10. 521
--2.9514

.89057

4.0827

--6. 9773

4.8280

-- 14. 406

--4.3744

3.6025

-- 1. 7074

3. 7429

--.93618
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TABLE 97-IV.--Errors at Cutoff ResulHny From Application o/ Guidance Mode

Error sourcc Error at cutoff

Standaxd first stage with second stage variations

No Variations .............................................

+ 1% Flow Rate ............................................

-- 1% Flow Rate ............................................

+ 1% Thrust ...............................................

-- 1% Thrust ...............................................

+ 500 lb Weight ............................................

-- 500 lb Weight ............................................

A Altitude
(kin)

+0. 16

+0. 28

+0. 06
0. 06

+0. 30

+0. 16

+0. 12

A Theta
(deg)

+ O.008

+0. 016
--0. 013

--0. 017

tO. 032
+0. 010

+ O. 004

A Inclination
(deg)

+. 00059

+. 00064

t. 00051

+. 00059

+. 00059

+. 00059
+. 00059

Nominal second stage with first stage w_riatlons

Head Wind ...............................................

Tail Wind ................................................

Right Cross Wind ...........................................
Left Cross Wind ...........................................
t 1% Flow Rate ...........................................

-- 1% Flow Rate ...........................................

+ 1% Thrust ...............................................

-- 1% Thrust ..............................................

+ 5000 lb Weight ..........................................

-- 5000 lb Weight ..........................................

#! Engine Out at 100 sec ...................................

#2 Engine Out at 100 sec ...................................

#3 Engine Out at 100 sec ...................................

#4 Engine Out at 100 sec ...................................

+0. 22
--0. 04

+0. 14

+0. 16
+0. 12

+0. 24

+0. 12

+0. 24
t0. 22
t0. 12

+0. 12
+0. 20

+0. 10
-0. 12

+ O. 002

+ _ 004

+0. 006

+ _ 008
-0. 006

+ O. 016

+O. OOl
+0.012
+0. 014
--0,002

TO. 014

+0. 042

tO. 028
--0. 002

+. 00058

+.00059
+. 00059

+.00059
t. 00052

+. 00056

+. 00063

+.00059
+.00060

t.00057
+.00060
+. 00056

+. 00058
+. 00060

CONCLUSIONS

The development of the adaptive guidance

mode has been shown as a consequence of the

requirements of advanced space vehicles. The

study and implementation of this guidance

mode involves special knowledge and research

in the disciplines of calculus of variations,

celestial mechanics, and the use of computers.

General knowledge of almost all fields of

mathematics and classical physics is a neces-

sity. Whereas good results are being obtained

at the present time, as exemplified in Table

27-IV, it is expected that even better results and

more economical methods may be obtained

through the introduction of more analytical

techniques and further study.
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Jortz_ D. McLEAN, areospaee technician at the NASA Ames Re,_eareh Center,

is chiefly concerned with midcourse guidance of spacecraft and the analysis and

synthesis of automatic control s_,stem,_ for aircraft. Mr..][cLean, a member of

the American Astronautical Society, receit, ed his B.A. degree in Physics from

the U_rd_,,ersity of Callfo_nia (Santa Barbara) in 1950, and his M.S. degree in

Electrical Engineering from. Stanford Uni_,ersity in 1958.

INTRODUCTION

This paper is concerned with problems in-

volved in navigation during the midcourse por-

tion of a space mission. Briefly, this phase of

the mission is defined as that portion of the

trajectory during which the vehicle is in transit

between celestial bodies and is not being acted

on by large propulsive or aerodynamic forces.

The purpose of the phase immediately pre-

ceding the midcourse is to inject the vehicle
along a trajectory which will reach tlm desired

destination. It is only because this injection

cannot be accomplished exactly that any mid-

course guidance is necessary. An example of
the need for, and use of, midcourse guidance

occurred recently in the case of Mariner II. It

was desired to inject the vehicle on a trajectory

which would pass within 9,000 miles of the

planet Venus, but the small errors inherent in

the injection guidance system resulted in a

trajectory which would have missed by more

than 200,000 miles. A midcourse velocity cor-

rection was made subsequently in order to re-

duce the miss to an acceptable value.

MIDCOURSE NAVIGATION

The operations necessary for the modification

of the trajectory are accomplished in three

steps. First, data from which the vehicle's

position and velocity can be determined must be

collected. Second, since the instruments used

to collect the data are subject to inaccuracies, it

is necessary to use redundant data and statisti-

cal processing for a satisfactory estimate of the

trajectory. Finally, a velocity correction must
be made which will reduce the miss at some

selected target point to an acceptable value.
The data collection could be accomplished by

either ground-based tracking stations or by in-
struments aboard the vehicle. Ground-based

radar tracking has been used quite effectively

for determining the orbits of near-earth satel-

lites and the trajectories of deep space probes.
These data consist of various combinations of

line-of-sight angles, range, and range rate. On-

board instruments, however, wouht most likely

make optical determinations of the position of

the moon, earth, or other planets with respect to

the star background.

The method used depends on the mission.

Because of payload ]imitat ions, unmanned mis-

sions have been limited to ground-based track-

ing as the means of collecting data. However,

an unmanned interplanetary mission (ref. 1)

using an automatic on-board optical system has

been proposed and appears to be feasible. For
the manned mission the on-board system be-
comes attractive for two reasons. First, the

optical navigation instruments can be operated
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by the astronaut and thereby can be simplified

to provide greater reliability than that of an

automatic system. Second, since ground-based

data certainly would not be ignored, the redun-

dancy provided by the on-hoard system greatly

enhances the safety of the mission.

The use of optical instruments aboard the

vehicle is very similar to the problem of navi-

gating a ship or airplane as shown in figure

28-1. In this case, we have an estimate of posi-

NEWESTIMATE /

OF POSITION'_ Xh/ /
: /__(_I DEAD RECKONED

..:(- _x'_t_SITIO N ESTIMATE AT TI

,/, \ DEADRECKONED

__'N "_:__/ COURSE L'NE

I_IGURE 28-1.--Position estimation on earth.

tion at time T, on a dead-reackoned course. At

this time, a sextant sighting of _ star is made

and a line of position is drawn through all

points from which such a sighting could have
been made. This line then traces _tcircle on the

surface of the earth. The point on this line of

position nearest the dead-reckoned position is

the new best estimate of position. It is inter-

esting to note that if two different stars could

be. sighted simultaneously and precisely, the

interaction of the two resulting position circles

would be the exact position.

CONE OF POSITION

ESTIMATED
TRAJECTORY

IMPROVED
ESTIMATE

OF POSITION

ATT,

ESTIMATED

POSITION

ATT 

FmURE 29_-2._Position estimation in space.

Figure 98-2 shows the extension of this proc-

ess to space navigation. In this case the dead-

reckoned course is replaced by the estimated

traiectory and a similar estimate of position

along the trajectory at a specific time. If now

a sextant sighting is made between a star and

the center of the earth, and a surface is passed

through all possible positions from which the

resulting angle could have been measured, a

cone is obtained with its apex at the center of

the eal_h. The poin? on this cone nearest the

present estimated position becomes the im-

proved estimate of position. In this case, the

position could be determined exactly (assum-

ing perfect instruments) by simultaneous sight-

in_ of three stars and the center of the earth.

Note that for either ground-based or on-board
measurements it is impractical to measure the

velocity vector directly; it must be computed
from successive position measurements.

Since errors exist in the data collected, it is

necessary to process relatively large amounts of

data statistic'lily in order to achieve the desired

accuracy. One method which has been devel-

oped for combining these data (refs. 9, 3, 4) is
illustrated in block diagram form in figure

28-3 as follows : Angles between celestial bodies
and stars are obser_'ed with on-board optical

instruments and the raw data are transmitted

to the earth computation center to be processed

along with ground tracking data.

...... : ....::- : ' ::-5-- :: : -- ESTIMEED_
....................... POSITION

OBSERVATION ...... AN_ _LQC!_

_ WEIGHTING : :-

MATrix 1,
/--OPTWA. it _ _ _1 I FOUR"BODY ;_
Ii_TRU_E_TSi-+,_X)---_X)J-_ CACCULATION_|

'iT _T....
 EARTH-- IEOUAT ONSI
_PUTAT!ON
_ENTER .....
=

FI0VaE 28-3.--Trajectory estimation process.

Initially the best estimate of the trajectory

is that one into which it was desired to inject

the vehicle. This trajectory is calculated by

integrating the vehicle's equations of motion
from the set of desired initial conditions. .%t
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the time an observation is made the geometry

equations are used to compute what the magni-
tudes of the observed qnantities would be if the
vehicle were on the estimated trajectory. The
differences between the actual observations and

those computed are then nmltiplied by a_
weighting matrix, K, to give an increment to be
added to the estimated position and velocity.

The process is then repeated at intervals along
the entire trajectory. The matrix, K, is a func-
tion of the estimated po_ition and velocity and
of the errors in observation. The mathemat-

ical 1)rocedures, given in the references, for cal-

culating this matrix also provide an estimate
of the uncertainties in the knowledge of the

trajectory. The estimation procedure essen-
tially provides a six-dimensional equivalent of
the minimum mean square error.

The physical interpretation of the process,
which is basically the same' for manned and un-
manned vehicles on either lunar or interplane-

tary missions, is illustrated in figure 98-t. tIere

ESTIMATED ACTUAL
TRAJECTORY TRAJECTORY

ACTUAL
POSITION

AT

,POSITION
ESTIMATED

ATT I

FIGCRB 28-4.--Estimation proces_--traJector_ncer-

tainty.

the situation at and shortly following injection
into the transit trajectory is depicted. Since
injection cannot be perfect, there is an area of
uncertainty, as indicated by the small ellipse,
representing the location at injection of all pos-
sible trajectories. Actually, a volume of un-

certainty exists in the form of an ellipsoid
which is reduced to two dimensions for ease of

illustration. The size of this ellipse is a func-
tion of injection accuracy. After a period of
time, this area will grow as indicated by the
cone and, at time T_, the uncertainty is repre-

sented by the large ellipse. The actual trajec_
tory is also shown in the figure along with the
actual and estimated positions at T,. At this

time a sextant sighting of the earth is made.
The cone of position due to this observation is
indicated in figure 28-5, and because of errors

in measurement, this cone has a thickness as-
sociated with it as indicated.

ESTIMATED ACTUAL
TRAJECTOI_Y TRAJECTORY

,POSITION
ESTIMATED

AT_

FIGURE 28-5.--Estimatioa process--measurement lln-

certainty.

If the two areas of uncertainty, one from

the trajectory and one from the cone, are com-
bined statistically, a new ellipse of uncertainty
is obtained as shown in figure 28-6. The oper-

ations using the weighting matrix mentioned
previously place the new best estimate of posi-
tion at the center of this ellipse. There is a

corresponding best estimate of velocity which,
when combined with the position estimate, gives

the new estimated trajectory. Of course, obser-
vations must be made of the moon or other ap-

propriate bodies, in addition to the earth, each
with respect to two or more stars so that the
area of uncertainty may be reduced in all direc-
tions.

=_ IMPROVED
TRAJECTORY
ESTIMATE

ACTUAL

POSITION
= ESTIMATED

,POSITION
ESTIMATED

___ + AT T I
_ ACTUAL

:= TRAJECTORY TRAJECTORY

FmuE 28-6.--Estimation process--combined uncer-

tainty.
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The data processing has been explained for
on-board measurements. Ground-based track-

ing data also would normally be available and
it would be desirable to make use of it. One

conceivable way of combining data from the

two sources would be to relay the on-board in-

formation to the ground to be processed along
with that from the earth-fixed stations. The re-

sulting estimated position and velocity would
then be communicated to the spaceship to be
used as the best estimate. The mathematical

details of this process are being studied at

Ames. This dual computation procedure has

advantages, for, in case of a communications

failure, the on-board computations would pro-

vide a good estimate of the vehicle's trajectory.

For unmanned vehicles, all the data processing

is currently done on earth because of the com-

plexity and weight of automatic on-board

equipment, but, in theory at least, either method

could be used. For interplanetary flight, par-

ticularly near a distant planet, more dependence
on vehicle-based measurements will be necessary

if a close approach, orbiting or landing, is to
be successful.

Having used this estimation process to com-

pute the vehicle's trajectory, we must now de-

termine what velocity change is required so that

the resulting modified trajectory will pass

through the desired end point. Two methods

of calculating this correction will be discussed.

As noted previously, the reference _rajec-

tory, illustrated for the outbound leg of a lunar

mission on fig_ire 28-7, is that trajectory into

which it was ori_nally desired to inject the

vehicle. The actual trajectory is somewhat dif-

VELOCITY
CORRECTION

ACTUAL
TRAJECTORY

FIGU_: 28-7.--Oalculation of velocity correction.

ferent from the reference due to injection errors

and would miss the desired terminal point if no
corrective action were taken. It is desired to

make a velocity correction at point C to reduce
the error at 'the terminal point to zero. One

approach would be to integrate the actual tra-

jectory ahead to its nearest approach to the

terminal point and determine the miss. Com-

pu'tations would also be made to determine the

change in this miss as a result of changing the

velocity at point C. The computed velocity
correction could then be added to the estimated

velocity and the process repeated until an ac-

ceptable miss was obtained. The resulting cor-

rective velocity, thus computed, would then be

applied to the vehicle. Such an iteration pro-

cess gives a very accurate corrective velocity but
it also requires a large computing capability.

Therefore, this procedure is best suited to un-

manned vehicles where the computing is done

on the ground.
Another method, which has been used at Ames

because of its suitability to on-board comput-

ers, takes advantage of the reference trajectory.

This trajectory is computed in advance on the

ground and its use depends upon the ability to

inject the vehicle into a trajectory which does

not differ markedly from _he reference. If such
is the case the transition matrices between

points alongthe trajectory where velocity cor-
rections are to be made and the terminal point

can be preca]culated. These matrices are com-

posed of partial derivatives of position and

velocity at the terminal point with respect _o

position and velocity at earlier points on the

trajectory. This process is analogous to find-

ing the transfer functions of aircraft by con-

sidering small perturbations around trim con-
ditions. The matrices can either be stored for

various times along the trajectory or the matrix

relating injection _o the terminal point can be

updated as the mission proceeds. It has been

found that this method of guidance is quite

accurate for rather large deviations from the

reference trajectory.

The problem of when and what observations

should be made, and when 'to make the velocity

corrections, remains to be discussed. One

schedule of observations and velocity correc-

tions tried in the Ames studies for a circum-
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lunar flight is shown in figure '28-8 along with

the assumptions on accuracy and the end re-

sults. This particular flight uses 45 observa-

tions and 3 velocity corrections on the outbound

leg and 35 observations and 2 velocity correc-

tions on the return leg. The observation se-

quence prior to the first velocity correction is

shown in detail. S!milar sequences were fol-

lowed preceding each subsequent correction.
This scheduIe is such that the crew can reason-

ably be expected to make the observations in a

satisfactory manner. The resulting flight

requires a relatively small total velocity correc-

tion and meets the mission accuracy require-
ments both at the moon and at the earth on

return. Minor alterations of this schedule are

permissible and will not significantly change the
over-all results.

Basic sighting accuracy, RMB--10 sec of ARC ; total
velocity correction, RMS--15 M/see; error in peri-

lune altitude, RMS--3.9 km; error in perigee alti-
tude, RMS--1.4 km.

en{ position and has a satisfactory perigee

similar to the one shown in figure 9,8-9. This

trajectory can be selected so that the fuel avail-
able on board is used in the optimum fashion

to minimize the retmll time. The abort indi-

cated in the figure is initiated about 11/_ days

following launch and the return shown takes

another 1.7 days, even though the abort maneu-

ver used all of the fuel that was originally al-

lotted for a hmar lauding and takeoff.

:FERENCE TRAJECTORY

FIOIY_E 28-8.--Lunar trajectory observation schedule.

ABORT

During the midcourse phase of a manned

mission, occurrences, such as solar flares or par-

tial failures of the life support system, may

require that the mission be aborted. The type

of abort will depend on the equipment still
available aboard the vehicle. If all of its nav-

igation equipment is still in operation, the

vehicle can navigate during the abort return

in the same fashion as in midcourse. If, on

the other hand, the primary on-board naviga-

tion system has failed, some simpler navigation

method will be required to successfully return

to earth. In either case, however, the vehicle
must still be able to control its attitude and to

fire the rocket engines as required.

No matter where the abort occurs, the prob-

lem at the time of the abort is to determine a

new trajectory which passes through the pres-

Fic, vrE 28-9.--Typi(,al abort trnJectory.

Merrick and Callas at Ames }rove shown it

to be feasible to reduce the calculation of the

abort velocity for minimum time return to a

simple graphical operation. This procedure is

illustrated in figure P8-10. The necessary
radial and normal velocities for return to the

proper perigee height are plotted as solid lines

for various ranges. The further the velocity

increment vector extends to the left along the

return velocity curve the shorter will be the

return flight time. The return velocity curves

FI(_URE 28-10._raph for abort computation.
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are terminated at the point of minimum incre-

mental velocity. They could be extended to

the right until escape velocity is reached, but

this region of the curves would represent an
increased return time. The velocity associated

with the reference trajectory is plotted as a

dashed curve. The vector joining the corre-

sponding ranges between the solid and dashed

lines is the required velocity increment vector.

The velocity corrections calculated in this man-

her will simply return the vehicle on a trajec-

tory from which a safe entry can be made with-

out regard to the landing site. It is hoped that
a similar method can be developed to return the

vehicle to a predetermined site if the emergency
condition allows.

Since the initial abort maneuver cannot be

made perfectly, further corrections will be re-

_quire& If we assume that the vehicle has had

no equipment malfunctions, these corrections

would be computed by means of the midcourse

galidance technique. These corrections will re-

quire less than 10 percent of the fuel used for
the initial abort maneuver.

If the vehicle has had failures of the naviga-

tion equipment, such as the computer, the sex-

tant, or the inertial platform, the crew must

resort to one of two emergency modes of navi-

gation. If communication with earth is still

available, ground-based tracking and computa-
tional facilities can be used. Under these cir-

cumstances, ground facilities will perform the

entire navigation computation and simply in-

struct the crew when to make a velocity correc-

tion, how large it should be, and in what direc-

tion. If communication with earth is also lost,

the crew may have available an emergency

AND NAVIGATION

navigation procedure which makes use of rudi-

mentary equipment and greatly simplified com-

putations. The equipment might consist of only

a camera to photograph the earth and moon

against the star background, a scale for meas-

uring distances on the photograph, and charts
and tables. A slide rule or small desk calculator

might also be provided so that computations

could be made manually. Early research by

Dewey Havill at Ames on a back-up navigation

method of this kind has shown promise but
much remains to be done to demonstrate its

feasibility.
CONCLUSION

A brief survey has been given of techniques

being used or being considered for use during

the midcourse portion of space missions. The

examples presented are for a primary guidance

system and emergency methods which might
be used for a manned lunar mission. The tech-

niques are reasonably simple, allow the crew

flexibility in the operational sequence, and

would allow the use of ground data, if avail-

able. Although much work remains to be done

on the guidance details for a manned lunar ve-

hicle, enough results have been accumulated to

indicate that the remaining problems are not
insurmountable. A brief consideration of

manned interplanetary flights indicates a mid-

course guidance problem which is similar to

that of the lunar mission. It also appears that

the guidance will be considerably more difficult

than for the lunar mission, particularly with

respect to emergency procedures. It is reason-
able to expect, however, that experience with

the hmar mission will point the way to the

solution of these problems.
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SUMMARY

A review is gh'en of the various guidance problems

and techniques that are involved in sp,_ce rendezvous.

Along with general studies, specific attention is drawn

to the problems pertinent to both earth-orbit and lunar-

orbit rendezvous.

Navigation aspe(.ts of rendezvous that would be in-

volved, for example, in a manned hmar-landing mission

are considered, especially with respect to the establish-

ment of humr orbits and the constraints ttmt specific

landing sites have on rendezvous possibility and on

possible return trajectories. Because of the close asso-

ciation with rendezvous-type operations, some of the

guidance problems of lunar letdown and of perturba-

tion effects on lunar oil)its are also considered.

INTRODUCTION

Rendezvous in space, involving, for example,

the ascent of one space vehicle so as to meet with

another vehicle already in orbit, has been of

widespread interest recently, bo|h scientifically

and publicly. Uses envisioned for rendezvous

are many, and in fact, several of our nation's

major space missions now under development in-

volve rendezvous as a central ingredient.

Much work has been published on rendezvous.

Reference 1 contains a long list of published

material for reference purposes, and in itself
is a broad review of certain basic areas of work

that has been done to advance the fundamental

understanding of the problems of rendezvous.

This reference deals mainly with the aspects of
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1.umc]_ and ascent schemes, launch windows,

terminal gafidance, and braking, and indic'ties

some of the main benefits to be gained by use of

rendezvous. The purpose of the present paper

is to touch broadly on the guidance and naviga-

tion aspects of the space-rendezvous problems.

The presentation and results will be given in
terms of the hmar-orbit rendezvous scheme for

performing a manned lunar-landing mission

because this scheme is of high interest and illus-
trates problem areas quite well. In this con-

nection it should be kept in mind that the prob-

lem of going to and landing on the moon is a

rendezvous problem of the first order in itself.

To set the stage, the first part of the paper

quickly reviews the main aspects that are in-

volved in executing rendezvous from and about

a single celestial body. The main part of the

paper then deals with the navigation problem

of rendezvous when two major celestial bodies
are involved. Items considered include such

things as launch constraints, coasting-orbit de-

lays, midcourse corrections, conditions neces-

sary to est.lblish lunar orbit, stay times on the

hmar surface as affected by rendezvous and re-

lurn considerations_ and perturbation effects on

a mother ship in orbit around the moon await-

ing the return of a hmar excursion vehicle.

The paper concludes with a brief description

of some of the simulators and facilities that are
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to be involved in continuing studies of rendez-

vous guidance problems.

REVIEW OF THE MAIN PHASES OF THE BASIC

RENDEZVOUS PROBLEM

To set the stage for later discussion in this

paper, a quick review is first given of the fimda-

mental steps that are involved in executing a

rendezvous from, say, the surface of the earth

to an orbiting station. Three main 1)hqses are

involved: ascent, terminal gnfidance, and dock-

ing.
The ascent, phase may be accomplished by

either of two basic ascent techniques: direct

ascent or the use of intermediate orbits, as illus-

trated in figures o9-1 and 29-2. In the in-plane
direct-ascent scheme shown on the left in figure

29-1, the orbit of the target vehicle is chosen

To increase the interval of time available for

launch so as to be able to absorb holddowns, the

intermediate-orbit schemes of fi_we "29-o- may

be used. As seen in the lower left of this figure,

if the target orbit has an inclinqtion just slightly

greater than that of the launch-site latitude,
then the launch site will be close to the target's

orbital phme for as long as 3 to 4 hours. The

ferry may thus be launched into the orbital

plane of the target, without excessive fuel
penalty, any time it is ready during this 3- to

4-hour period, irrespective of where the target

is. Instead of going into full target orbit, how-

ever, the ferL3" is put into either the chasing
orbit shown at upper left or the parking orbit

shown at upper right in figure "29-2. Because

of the shorter time periods of the chasing or

parking orbits, angular deficiencies between the

target and ferry are then made up. Next, the

ferry is put into coincidence with the target by

means of an impulsive-type correction for the

chasing-orbit case or an orbital transfer for the

parking-orbit case. It should be noted that

the main expense in these schemes is time only

(and possibly engine restarts); fuel consump-

tion is very. efficient.

3N-PLANE COMPATIBLE GENERAL

EAUNCH WINDOWS: 3 MINUTES OR LESS __=

le_o_B_; 29-1.--Direct ascent.

and maintained by station keeping so that the

target passes over the launch site at least once

every day; it is during one of these passages

that the ferry may be launched for rendez-
vous-in effect a launch in the orbital plane of

the target. On the right of the figure the gen-

eral direct-ascent scheme is depicted. The ferry

is launched when tim launch site is close to the

orbital plane of the target, executes a dogleg or

plane-change type of maneuver, and makes con-

tact with the target either on the outgoing leg

of the trajectory or on the return leg. Studies
have indicated that the time interval or launch

window available for launching and producing

a rendezvous by these direct-ascent methods is

something on the order of 3 minutes or less, for

launch vehicles of present-day capabilities.

CHASING PARKING

3-4 HOURS_ LAUNCH

LATITUDE

LAUNCH WINDOWS:

UP TO 4 HR

l_mtJaE 29-2.--Intermediate orbits.

For the terminal phase, the phase beginning

when the ferry is about 100 miles or less from

the target and wherein the ferry may be gmided,

or "driven," up to the target_ two basic schemes

are available (fig. 29-3). In the proportional-

navigation scheme the intent is to null the an-

gular motion of the line of sight so that the

approach to the target is essentially a one-
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I. PROPORTIONAL NAVIGATION

f.
II, ORBITAL MECHANICS

IIVIGI:'RE 29-3.--Basic terminal-phase schemes.

dimensional motion, and braking (or accelerat-

ing) to a soft contact is accordingly then used.
In the oPbital-mechanics scheme readings are

taken to see whether the coasting paths being

followed will lead to interception, and if not_

propulsion efforts are. applied so as to achieve

coasting orbits according to the laws of orbital

mechanics which do result in rendezvous. (In

this scheme a final velocity correction must_ of

course, be applied just before contact to make

AND NAVIGATION

speed and direction coincident.) These termi-

nal-phase schemes have been investigated thor-
oughly, analytically and by means of simula-

tol% for both piloted and automatic systems and

for on-off and continuous types of thrusting.

The results indicate that the terminal-phase

control may be accomplished efficiently by

either manual or automatic means_ and it is be-

lieved that man will demonstrate by far the

best performance in executing the actual dock-
ing maneuver.

Figures 29-4 illustrates the nature of studies

made to determine terminal-phase capabilities
of man with a minimum of instrumentation.

Using visual cues, the pilot first adjusts his

altitude and fires his rockets so that his target

becomes motionless with respect to the star

background_ thereby insuring a collision course.

He then simple !lses range (R) and range-rate
(R) instruments to go into a braking (or thrust-

ing) sequence to complete the rendezvous.

Studies using a simulator shown substantially

in Figure '29-4 indicate that this scheme works

most effectively.

ASMD INFLATABLE PLANETARIUMi ....I.......
.:. ; ;'.:.; L.!.::7.!;?

• . ,':.,. : ,.a -

2_AXIS -COMPUTER LINK

FLASHING LIGHT
STAR PROJECTOR

FIGURE 29--L--Visual terminal-phase simulation.
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Figure '29-5 shows tlle nature of some of the

problems and the scope of the present coverage.
With respect to the three fundamental aspects

of the general navigation problems-- (1) where

ORBITAL CONSTRAINTS

SITE LOCATION
STAY TIME FOR RENDEZVOUS
STAY TIME FOR RETURN

SPHERE OF INFLUEN_w i

RETURN AND REENTRY _./.t-_"
CONSTRAINTS 11t /

/#MIDCOURSE CORRECTIONS

/
/

INJECTION CONSTRAINTS

LAUNCH SITE LOCATION
RANGE SAFETY AND TRACKING
INJECTION VELOCITY, ALTITUDE, AND

FLIGHT- PATH ANGLE
DELAYS IN ORBIT

FIotmE 29-5.--Guidance and navigational
considerations.

plane of the vehicle trajectory to the moon.

With reference to figure 29:6, the orientation of

tile final coasting orbit relative to the earth-

moon plane is determined by the launch azi-

360
DEG

FIOUR_ 29-6.--Launch constraints. V/Vp=0.go5.

are you, ('2) where are you going, and (3) what

corrective maneuvers do you make to make

yourself go where you want to--most emphasis

is given to the second and third items. In-
cluded in the considerations are such items as:

conditions that affect launch-site location, range

safety, and injection parameters required to
reach the moon ; penalties associated with delays

in coasting orbits; the use of different mid-

course corr_tion techniques; the establishment

of a lunar orbit ; the influence of site location on

stay time for rendezvous and return-trajectory

capability; the perturbation effects on the

mother ship remaining in lunar orbit ; and the

use and advantages of equal-period lunar let-

down orbits for the lunar ferry.

Launch Constraints

Some of the factors which must be considered

in designing a lunar mission are examined now
in a little detail. As was mentioned previously,

it is well to remember that reaching the moon

is itself basically a rendezvous problem. From

figure 99-9 it was noted that the use of a park-

ing orbit increases the available launch window.

The following discussion, based on the work of

To]son in reference 3, therefore assumes that

both a parking orbit and a coasting orbit around
the earth will be features of the lunar mission.

These orbits should, of course, be in the desired

muth fl, the latitude of the launch point X, and

the position of the moon Cm relath, e to the as-

cending node.
For illustrative purposes it is assumed that

launch will be from Cape Canaveral, which is
located at about 98.5 ° North latitude, and that

the coasting-orbit altitude is to be 800 statute
miles. The launch azimuth is between 40 ° and

115 ° as specified by Atlantic Missile Range

safety requirements. The first question of in-
terest is related to the geometric relationship,

or the position of the launch and injection

points relative to the position of the moon.

This again depends on a number of factors, in-

eluding injection velocity, injection inclination

angle, and so on. If an injection velocity of

0.995 local parabolic velocity is assumed, then

the quantity q,_-9,/, involving the geometric

angular travel % from launch to injection and

the fllght-path injection angle y, is related to

lunar positions SSmas sho_m in figure 0.9-6, in

which the parameter fl is the launch azimuth

angle. As shown for a given launch azimuth,

the moon can be reached at any particular posi-

tion 4'm by use of either a long coast (are of

about 300 °) or a short coast (are of about 190°).

The two coasting ares result in different inclina-

tions of the trajectory plane relative to the

earth-moon plane. Although not shown here,

the angle between the planes can be kept rea-
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sonab]y small (less than 20 ° throughout the

month) by utilizing a long coast when the moon

is descending (4)r,, near 180 °) and using a short
coast when the moon is ascending ((hi near 0 °

or 360 °).

The required angular positions of tile launch

point can be determined as a function of the

total vehicle angular travel, launch-point lati-

tude, and lunar position, and this is also shown

in fi_lre .09-6. As an example of the use of

figure '29-6 to obtain approximate initial con-

ditions, consider a launch trajectory" with a

burning arc of 20 °, a coasting arc of 50 °, and

an injection angle of 15 ° . For this system,

¢_-2y=20+50-2x 15=40 °

If the vehicle is to approach the moon at maxi-

mum negative declination (fire=270 °) the re-

quired launch-point location is about ffL=60 °.

It appears, then, that if the launch system is

designed so that the coasting-arc length and

the launch azimuth can be varied throughout

the day, considerable freedom is allowed in

choosing the daily launch time also.

Delays in Coasting Orbits

In desi_ling the initial space orientation of

the coasting orbit, allowance must be made for

orbit prece_sion during stay in orbit, vehicle
checkout, preparation for injection toward the

moon, and so forth. For nominal conditions of

coasting-orbit establishment and anticipated

delays, a predetermined time can be established

for injection into the hmar trajectory. This

predetermined time will be so chosen that the

injection velocity is applied in the plane of the

parking orbit and the vehicle will arrive at the

desired position relative to the moon in a speci-

fied transit time. The question arises as to what

penalties exist in the event of off-nominal sit-

uations when unexpected delays occur. It is

clear that the precession of the parking-orbit

plane will require modification of the hmar-

trajectory injection conditions. This problem

has been studied by Wells in reference 4, and a

summary of the pertinent results is shown in

figure 29-7.

It is assumed that the inclination of the park-

ing orbit is 30 ° and that the orbit altitude is

about 315 statute miles. Because of the oblate-
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I_Ou_E 20-7.--Make-up for orbital delay. 8M=25". t

ness of the earth, the coasting orbit will prece_

around the equatorial plane at a constant rate.

The equator and the earth-moon plane are in-

clined at an angle $._ relative to each other;

therefore, the node defined by the intermction
of the coasting orbi:t and the earth-moon plane

experiences a regression along the earth-moon

plane at a rate which is not constan*_. The

value of a_ as a function of (b is shown in figure

29-7 for an angle of 8._=25 ° between the earth-

moon and equatorial planes.

Any time spent in the coasting orbit beyond
the nominal time will require that a change be

made h_ the trajectory. This could be either a
trajectory-plane change or an increase in injec-

tion velocity to decrease the flight time

necessary.
The cost of each of these methods in terms of

characteristic velocity AV is shown in figure

29-7 for various injection-delay times; the fig-

ure applies for _ of '25 ° and a 60-hour nominal

transit time. Plane changes were assumed to

be initiated at about 60,000 miles from the cen-

ter of the earth. The solid and dashed curves

indicate negative and positive lunar declina-

tions, respectively. The results for the scheme

employing a decrease in flight time are given

in the figure for a 12-hour delay period only,

since other delays give similar trends. The

plane-change technique appears to result in a

considerably lower velocity increment, espe-

cially for small values of q,.

If delay times of several days are considered,

other interesting results are brought into view.
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FIGURE 29-8.--Sumnmry of 1968 launch windows.
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various guidance methods.

Figure o.9-8, which is based on the plane-change

technique, gives the delay time in days avail-

able for a given velocity increment, for each
nominal position of tile moon. A striking fea-

ture of these curves is that at a given _ there

are two delay times available for a specified

AT r. Also, there are available combinations of

delay times and 12_ which require no additional

velocity increments. Further, with _.=285 °

delay times up to about 3 days can be accepted

with only a relatively small additional velocity
increment.

Efficiency of Various Midcourse Correction

Techniques

The next guidance phase of interest involves
midcourse corrections on the way to the moon.

Although midcourse correction maneuvers are

the specific subject of another paper in this com-
pilation, it seems appropriate to give brief

mention to the subject here. Actually much

study has been m_uie of midcourse guidance, and
notable references exist; individuals who have

contributed substantially to the problem in-
clude Battin, Schmidt, and Fried|ander.

The brief results given here apply to different

schemes for making midcourse corrections on a

return trajectory from the moon to the earth

so as to control perigee altitude of reentry, but

similar results may be expected to apply on the

earth-moon transfer phase. Figure 29-9 shows

results obtained by White (ref. 5) for three

methods of control: corrections applied at

scheduled points, with and without a perigee

deadband, and corrections applied when the

predicted perigee points fell outside the dead-

band. (Random errors were assumed in the

measurement of velocity and flight-path angle

and in obtaining the desired thrust impulse.)

For the results shown in figure 29-9, the initial

position of the vehicle was 160 ° from perigee,
and the standard deviations were 1.3 percent for

the corrective velocity, r/10,000 feet per second

for velocity, and 0.125r/i0,000 degrees for

flight-path angle (where r is distance in miles
from center of earth to the approach vehicle).

The results indicate that the method of apply-

ing corrective control when the predicted peri-

gee reached the border of the deadband was

slightly less costly than applying control at
scheduled points. However, better perigee-
altitude control was achieved when the dead-

band was omitted and corrections were made

at prescheduled points.

Lunar-Orbit Establishment

Current studies of manned lunar missions in-

clude the establishment of a lunar orbit. For

the most efficient establishment of a circular

lunar orbit, the lunar-orbit plane must coincide
with the selenocentric hyperbola and the orbit

must be established at the periselenian point on

the hyperbola. Under these conditions the geo-

metric characteristics (inclination, nodal posi-

tion, and altitude) of the lunar orbit are the

same as the selenocentric hyperbola from which

the orbit is established. Some studies by R. H.
Tolson have examined this situation to define

the range of orbits that may be established on
this basis. The results of these studies indicate
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that lunar orbits with a wide variety of geo-
metric characteristics can be established from

transfer trajectories for which all the initial

earth injection conditions are identical except

two, the position of the nodal line of the traj-

ectory and earth-moon planes, and the angular

position from this nodal line to the point of

injection. It was found that under these con-
ditions all the lunar orbits that could be

established tended to have orbital planes with a

common line of intersection, and that to a good

first approximation this line of intersection de-

fines an entry point on the sphere of influence

which would lead to normal lunar impacts.

The locations of these entry points are given in

figure 29-10 for various inclinations of the

lunar transfer trajectory and various injection-

LUNA.SP"E"E.N LOENCE/
(.A0,US35.'80 i]

MOON'S .__

_, DEG INCLINATION, DEG

-I0 90

60 40 20 0
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FIGURE '29-10.--Location of entry points on lunar

sphere of influence.

velocity ratios. A good approximate expres-

sion tying together uniquely the inclination and

nodal position of the lunar orbit in terms of

these entry points is shown in figure 29-11,

which also shows specific results for the follow-

ing injection conditions; velocity equal to

0.995 parabolic vel_ity, flight-path angle of

zero, trajectory-plane inclination relative to

earth-moon plane of 30 ° , injection-point radius

of 4,259 miles, and lunar-orbit radius of 1,180
miles. It is to be noted from this figure that a

substantial range in lunar-orbit inclination is

available, down to as low as 4 ° , without any

plane-change maneuver being required. As

mentioned, the actual value of the inclination

depends on the point of injection from earth

N

TAN i" SIN (i'l-O L .. lli.t._

MOON'S'_.-_4/;ARTOH
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FIGtrRE 29-11.--Lunar-orbit establishment.

orbit; of significance is the fact that once the

inclination is chosen, the nodal position also
becomes fixed.

Lunar Landing Sites and Stay Times

_Vhen the relationships l_tween the lunar-

orbit characteristics and the earth injection

parameters are known, it is possible to consider

the allowable stay times on the lunar surface

ss defined by lunar-orbit rendezvous considera

tlons. An analysis of this matter was made by
W. H. Michael and R. H. Tolson. Some of the

important parameters of such an analysis are
shown in figure 99-19, which represents a sche-

matic of the moon. Suppose it is desired to

land at some latitude on the surface. One

method of doing this is to establish a lunar orbit

with an inclination i greater than the required

latitude by the offset a. _Vhen the exploration

vehicle starts its descent to the lunar surface,

EXPLORATION TIME ==

N _ DAYS
_32

NAR

FIGURE 29-12.--Exploration time from rendezvous
considerations.
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a small out-of-plane impulse is applied so that

the path is along the dashed line and the land-

ing site is out of the orbital plane by an angle
6. Because of the moon's rotation on its axis,
there will be a relative motion between the land-

ing site and the orbital plane. On the figure

the landing site will appear to move to the right

along a parallel of latitude of about 13.2 ° per

day. After a certain angular travel a0, the

landing site will again have an offset of 8 and

the "retuLll to orbit" phase of the mission must

be initiated so that a specified fuel expenditure

is not exceeded. Tile exploration period on the

hmar surface, which is a function of the land-

ing-site latitude, is given in the upper right-

hand corner of figure 99-19, and at any time

during this period the vehicle can return to the

orbiting satellite with not more than an offset

of 8 required.

Now the signi ficance of the previously derived

relationship between orbital inclination and

nodal position is realized. For if 8 is specified

from propulsion considerations, the latitude of

the landing site determines the required orbital

inclination through the relation Inclination =

Latitude + Offset. But, as shown previously,

for a specified transfer trajectory the nodal posi-
tion is determined once the orbital inclination

is chosen. Hence, if this type of landing ma-

neuver is utilized, the longitude of the landing-

site location on any parallel of latitude is

uniquely determined by the transfer-trajectory
characteristics and the offset 8.

The allowable exploration time at each land-

ing site will be different, and perhaps a better

way to approach the problem is to ask at what

point on the lunar surface the vehicle can land

and stay a specified time without requiring a

landing offset of more than 8. These points can

be determined by finding the position on a

parallel of latitude at which, if the vehicle ]ands

there, it. will, after tile specified time, have an

offset 8. For this approach, figure 29-13 shows

typical landing-site-time restrictions from these

rendezvous considerations for a low-inclination,

medium-energ'y earth-moon transfer trajectory.

(These boundaries can of course be shifted by

appropriate alteration of the earth injection

conditions.) The boundaries shown in the

figure indicate the regions of the lunar surface

FIGURE 29-13.--Landing-site-time restrictions from
rendezvous con_derations.

at which landings can be made and at which the

vehicle can stay for the specified time without

requiring take-off and landing offsets of more

than 5° . In the equatorial and polar regions

the vehicles can stay on the surface indefinitely

and still have the capability of returning to the

mother ship within the limiting amount of

offset. It is seen that a considerable portion of

the lunar surface is subject to manned explora-

tion for periods of a few days or less. Even

though there is a relationship between lunar-

orbit inclination and nodal position, a lunar

orbit can ahvays be established which passes

over any arbitrary point, on the lunar surface.

Hence, an orbit can always be established which

passes within _ of any arbitrary point ; however,

the inclination of the resulting orbit, may not be

"latitude plus offset." In this case, the ex-

ploration is limited by the time it takes for the

landing site to move from _ on one side of the

orbital plane to $ on the other side. Regardless

of the landing-site position, this procedure

assures that any point on the lunar surface can

be explored for $/6.6 days ; that is, a 5 ° landing

and return offset assures exploration times of

about 18 hours at any point on the surface.

So far, the question of landing sites and ex-

ploration times has been considered from the

standpoint of effecting rendezvous from the
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lunar surface to the command module. Another

consideration is the question of returning to the

earth from this lunar orbit. Reference 6 indi-

cates that the specification of reentry constraints

leads to the conclusion that the return-to-earth

capability is strongly dependent on the inclina-

tion and nodal position of the hmar oI"bit, from

which the retun_ trajectory is to be initiat_l.

An analysis is in progi'ess to show how these

return requirements will affect the curves for

landing site and exploration time in figure

99-13. A preliminary resul¢, of this study is

shown in figure 29-14, where landing sites along

vous considerations. In the central region file

landing sites are compatible with both

requirements.

W

FIGURE 2.q-14.--Landing-stte-ttme restrictions from
return-trajectory considerations.

the 15° parallels and stay times of 4 days are

considered for which, during the entire ex-

ploration time, the mother ship has the capabil-

ity of initiating a proper earth-return trajectory

without m'lking orbital-plane changes and

with a total return flight time of tess than 100

hours and a total velocity expenditure of less

than 3,100 feet, per second. The study indicated

that the vehicle can satisfy these requirements

by landing anywhere along the heavy horizontal

lines. If these lines are compared with the
curves obtained from rendezvous considera-

tions, it is seen that in certain regions on the

western limb the exploration time may be "re-

tul_-capability limited" while on the eastern

limb some regions will be limited from rendez-

Lunar Landing, Abort, and Take-Off Operations

Another important matter in lunar rendez-

vous involves the use of equal-period orbits as

illustrated in figure 29-15. Consider the situa-

EQUAL- PERIOD
ORBIT FOR LUNAR LANDING

GOOD RECONNAISSANCE

GOOD ABORT AND REJOINING
CAPABILITY

MODERATE ADDITIONAL FUEL
EXPENDITURE

LONG TRANSFER FOR
RENDEZVOUS

D

EFFICIENT
ADEQUATE TIME FOR MANUAL

CONTROL

ADAPTABLE TO CHASING
TECHNIQUE

FAIL-SAFE AT ORBITAL
INJECTION

lVratmE 29-15.--Lunar landing, abort, and take-off

opera tlons.

tion that exists in the lunar-orbit rendezvous

concept when a lunar-excursion module de-
scends from an orbiting command module for a

lunar hmding. Use of the equal-period orbit

requires deflecting the flight path downward at

point A so that the landing vehicle descends to a

very low altitude just prior to braking for a

hmding at point B. The energy, and hence the

period, of the lunar orbit is not changed in this

operation. U'se of this technique enables low-

altitude reconnaissance to be made on, say, one

orbit prior to landing on the next, and in addi-

tion provides for rejoining the vehicle left in

orbit at the point A on each successive orbit if
the reconnaissance is unfavorable or if some

fault in the landing engine is detected. The

equal-period orbit requires only moderate addi-

tional fuel expenditure over other letdown

techniques.

In the take-off and rendezvous operation

necessa D- in the lunar-orbit rendezvous concept,

there are several points in favor of the use of a

long transfer from launch to final rendezvous.

Such a procedure is efficient in fuel consump-
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tion, and it provides adequate time for manual

control or monitoring of the rendezvous guid-

ance functions. In addition a long transfer is

adaptable to tile chasing technique in the event

of a delayed launch. In the chasing technique,

injection velocity is withheld at the nominal

rendezvous point, D, so that the ascending ve-

hicle moves in an elliptic orbit of lower energy

and shorter period than the orbit of the com-
mand module. As a result the ascending ve-

hicle overtakes the orbiting vehicle after several

orbits, and then rendezous is completed, as was

discussed in connection with figure '29-2.

Also, the long transfer orbit has ,_ fail-safe

feature in the event of rocket-ignition failure

at the rendezvous point D. In this situation the

ascending vehicles travels in an orbit which has

a perilune altitude equal to the altitude of thrust

cutoff at launch, point C. The escending ve-

hicle may hold in this orbit until the difficulty is

rectified, with no danger of intercepting the
lunar surface as would be the case if a short

transfer orbit is used.

Lunar-Orbit Perturbations

_aolother problem, that exists is the effect of

perturbations on the lunar orbit due to oblate-
ness effects. These effects influence the rendez-

vous problem at tile moon and must be taken

into consideration. This problem has been

studied by R. H. Tolson. Figure '29-16 illus-
trates the effect involved for the case of a satel-

lite in a mean circular orbit having an altitude

SECULAR AND PERIODIC: {KNOWN AND MAY BE TAKEN iNTO ACCOUNT)

OF <1° AMPLITUDE AND
PERIOD OF I MONTH

SHORT-PERIOD TERMS: (HANDLED LIKE GUIDANCE ERRORS)

NORMAL / \ _TAI_ENTtAL

TERMS, _ADIAL

MILES ;r

.5
O 2 4 6

TIME, HR

FIGURE 29-16.--Perturbations of a close lunar satellite.

of 50 nautical miles and an inclination to the

lunar equator of 4°. The satellite's displace-

ment from its nominal or unperturbed posit ion

is due primarily to Iunar oblateness. The
earth's attraction is 1/85 that of the lunar ob-

lateness contribution on the moon's surface, and

the sun's perturbation is 1/160 that of the earth.

The perturbations may be divided into secu-

lar, periodic, and short-period variations. The

important secular component is a regression of
the line of nodes measured relative to inertial

space. This effect is shown in figure '29-16 and

is about 1° per day. In addition there is a pe-

riodic term having an amplitude ]e_ than 1°

and a period of 1 month. These motions must

be considered in addition to the 13 ° per day ro-
tation of the moon in order to obtain the total

relative motion between the moon and the satel-

lite in orbit. These components are known and

can be taken into account in the plan of rendez-

vous guidance.

The short-period displacements of the satel-
lite from its nominal position in circular orbit

are shown in the lower portion of figure 29-16.

Components are shown for the displacement of

the satellite normally, radially, and tangential-

ly from the nominal circular orbit for a period

of 6 hours. These displacements are less than a

mile in extent and have a period equal to the

orbital period of the satellite. These displace-

ments are comparable in size to errors expected

in orbit determination, uncertainties in lunar

topography, and standard deviations in launch

parameters. Because of this fact these dis-

placements can be handled along with other

guidance errors.

FACILITIES AND SIMULATORS FOR 'RENDEZVOUS

STUDIES

Many of the guidance and control problems

of rendezvous and other phases of the lunar

mission are best attacked by analog simulation

of the phase of the mission under investigation.

This is particularly true when the efficiency of

human pilots for accomplishing these phases

is being evaluated. Much work has already

been done and reported in the area of guidance-

and-control simulation, but specific tasks still

remain. The following sections give an idea of
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some of the simulation equipment that is being

developed to do this work.

Docking Simulator

One facility that has been used to determine
the feasibility of manually controlled orbital
assembly and docking operations is the docking
simulator shown in figure 29-17. In this simu-
lator two circular light images are projected to
represent two close objects in space as seen

by a pilot from a third nearby vehicle. These
images grow in size and move in relation to the
pilot according to control inputs to the pilot's

spacecraft and to one of the projected images.
An analog computer is employed to solve the
equations of relative motion in translation of
the two projected images and the pilot's space-

-- T/SEC2
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FI6TmE 29-1T.--Doc]dng simulator.

craft. This simulation thus provides for the

study of the assembly of two obiects in space
from a spacecraft a short distance away or of
the ability of a pilot to dock his own spacecraft
with another vehicle. An example of the pre-
cision with which a pilot is able to control the
docking of his spacecraft with one of the

projected images by visual cues alone is shown
in figure 29-18. These results were obtained in
docking operations starting at a distance of 40
feet and for various levels of thrust capability

of the pilot's spacecraft, from 0.1 to 1.0 ft/sec 2.
A perfect dock is obtained when both the lateral
displacement y and vertical displacement z are
zero at contact. It can be seen that the error in

placement at the completion of docking was
never more than 1 inch. The velocity at con-

tact was about 0.1 ft/sec, and about 5 minutes

FIGURE 29-18.--Visual rendezous with translation only.

Final velocity _0.1 foot per second ; vehicles are atti-

tude stabilized.

was required for the completion of docking.
It is mentioned again, as a reminder, that this
good performance was obtained by visual cues

only.
Gemini 'Rendezvous Simulator

Another facility that is going into operation

shortly is the Gemini rendezvous simulator (fig.
29-19). This equipment is to be used to simu-
late the manually controlled docking of the
Gemini and Agena vehicles. A closed-circuit
television system and an analog computer are
employed. In this system a small-scale model
having three angular degrees of freedom is
mounted in front of a television camera. The

model translates along the camera axis and ro-

tates in response to the pilot's control inputs
and the analog computer. The image of the
target is transmitted by the TV system to a two-
axis mirror above the Gemini pilot's head and

is projected on the inside surface of a 20-foot-
diameter spherical screen. Through the added

action of this mirror system, all six degrees of

FmUaE 29-19.--Gemini rendezvous simulator.
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freedom are simulated. The pilot and crewman
are seated in a full-scale wooden mockup of

the Gemini vehicle. A moving star field re-

sponsive to the Gemini vehicle's angular rates

gives an impression of angular motion.

The docking simulation will be initiated with

the Agena about 1,000 feet from the Gemini
and continued until theoretical contact. This

equipment will be used to study the effect of

control mode (on-off or proportional controls),

thrust levels, system failures, and lighting con-

ditions on the ability of the pilot to perform

the Gemini docking operation.

Lunar Letdown Simulator

To study the important and relatively un-
known area of descent to the lunar surface, a

lunar letdown simulator is being developed.

The primary components Of the lunar letdown

simulator are shown schematically in figure

29-20. This facility uses a closed-circuit TV

:vJ

I _̧/. _ . _

FIGURE 29-20.--Lunar letdown simulator.

system in conjunction with four models of the

moon and an analog computer to enable a fixed-
base simulation of descent from lunar orbit to

be made with realistic visual cues. During

descent the pilot sees the moon and stars in

proper size and relationship to himself through

four windows in his spacecraft. One window

faces forward, one down_ and one to each side.
The TV cameras are moved in relation to the

models as commanded by the pilot's control in-

puts and the analog computer, and by this ac-

tion the views required for the four windows of

the spacecraft are obtained. The TV cameras

employed are four cameras in one to provide

the four views required. The four models em-

ployed are at different scales to provide the

proper definition of the lunar surface for dif-

ferent altitude ranges, and as the limits of one
mode] are reached automatic switching to the

nexL model will be made to provide for con-

tinuous simulated operation. This facility is

capable of operating from an altitude of 200
miles down to an altitude of 200 feet. It will

be used to study piloting and navigational tech-

niques for manned lunar-landing and lunar-

rendezvous operations.

Docking Facility

As a further means of studying the rendez-

vous docking problem, there is under construc-

tion a docking facility shown schematically in

figure '29-21. This facility employs a space-

r _ _ _
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F_U_E 29-21.--Schematic of rendezvous docking

simulator.

craft mockup mounted on a cable and gimbal

servo system, an analog compu?er, and a target

vehicle. This facility enables simulation of the

docking operation from a distance of 200 feet
to actual contact.. The servo system moves the

spacecraft in response to control signals from

the pilot in accordance with the differential

equations solved by the analog computer. Six

degrees of freedom are simulated in this facility.
It will be used to study piloting techniques in

docking and in controlling a spacecraft, when

hovering, during the abort of a landing, or dur-

ing take-off.

Lunar-Landing Facility

One of 'the most critical events envisioned in

the lunar-landing mission is the actual landing
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maneuver. To study this problem a lunar-

landing facility is being constructed. This

facility consists of a lunar-landing vehicle sus-

pended in gimbals by a bridge and cable system

which supports under servo control five-sixths

of the weigh{. (See fig. 29-'22.) The spacecraft

is free _o move in six degrees of freedom under

the action of its rocket power and in response

to control inputs by the pilot of the spacecraft.

The bridge crane system is controlled by a servo

so that the suspending cables are always verti-
cal and hence do n(_t restrict the motion of the

spacecraft. Longitudinal, vertical, and lateral

{.ravels of about 400, 200, and 50 feet, respec-

tively, are provided. The spacecraft will be

provided with initial velocities appropriate to

the lunar-landing problem by use of a catapult

gear. This equipmen't will be used for study-

ing piloting techniques for lunar landing and

problems of visibility, landing abort, and lunar

i

I_I(;URE 29-22.--Lunar-binding research facility.

hovering and take-off. It is also intended as a

further means for studying the rendezvous

docking problem.
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INTRODUCTION

Current and future space flight missions re-

quire a _fidance and control system to regulate

the aerodynamic forces during atmosphere

entry such that the design limits on accelera-

tion and heating are not exceeded and that the

space vehicle at a predetermined destination.
There have been a number of studies of entry

guidance problems. This paper will present a

survey of this subject taken from the extensive

list of published work in this field. The discus-

sions of closed-loop control are taken from ref-

erences 1 through 36. References 1 through 26

consider primarily automatic control of the ve-

hicle and references 27 through 36 cover prin-

cipally pilot control. Background material on

general problems in entry is taken from refer-

ences 37 through 57.

This paper will first briefly outline the dy-

namics in entr T and discuss the relationship of_

the control system and control feedback meas-

urements to these dynamics. The various

guidance and control methods then will be con-

sidered in some detail. Finally, the capabili-

ties of these systems for entries from circular

and supercircular velocities will be covered.

DYNAMICS IN ENTRY MOTION

Before describing the various guidance meth-

ods, it is important to explain entry trajectory

dynamics. These dynamics are basic to each

of the guidance methods and, as in the analysis

of any control system, an understanding of the
controlled variables is necessary to understand-

ing the over-all control problem.

Dynamics of Constant-Trim Lifting Vehicles

Typical dynamics in atmosphere entry of a

constant-trim (constant L/D) vehicle entering

the atmosphere are illustrated in fig'ure 30-1.

FI(_uRz 30-1.--Dynamics of constant-trim lifting

trajectory.

The vehicle is shown entering at 300,000 feet

where the sensible atmosphere begins and also
near local circular satellite velocity (u¢). The
vehicle is shown to decelerate from these en-

trance conditions about an equilibrium glide

path. An equilibrium glide path is essentially

that one path where the aerodynamic lift, force

just balances the centrifugal and gravity force

along the trajectory. The basic vehicle dynam-
ics can be observed from the comparison with
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this glide path of a trajectory for which the

vehicle is not initially in equilibrium (fig. 30-

1). It can be seen that the dynamics are stable;

that is, the motions are oscillatory and there is

a small amount of damping. Many sfudies

(e.g., refs. 24, 95, 37, 38, 39) have analyzed these

dynamics. From reference 25 it has been shown

that the oscillatory dynamics as a function of

the dimensionless velocity, u/_, at local points

along the trajectory can be approximated by:

u%( radians "_
Damping, 2_'_0,_u \unit of u/uJ (1)

Frequoncy, _o,_Br 1--(u/u_)2 [ radians "_2
(D/W) 2 ' \unit of u/uJ

(2)

The frequency contains the term 1- (u/u_) _

so that. the inherent dynamics are statically

stable below circular velocity (u/u¢<l), and

unstable above circular velocity (u/u_>l).

The light damping for the motion in figure

30-1 is proportional to _/u so that the damp-

ing increases as the velocity decreases.

The uncontrolled short-period motions of re-

entry vehicles have been analyzed in references
37-49. The work in reference 39 illustrated

that for practical entry configurations these

short-period oscillations do not significantly

couple with the long-period trajectory dy-

namics. Most preliminary guidance studies,

such as those discussed in the following sections,

consider primarily the long-period motions.

Relationship of Control and Dynamics

The effect of the lift and drag forces upon

the reentry trajectory dynamics is considered

next. The relationship of the control of these

forces to the measured state variable in entry
is shown in figure 30-2.

: CONTRO _.__ ..... L-,

: (DENSITY)

l_Gu_ 30-2.--Relationship of control and dynamics.

The lift force is essentially in the vertical
direction. The vertical force affects the rate

of change of vertical velocity. The integra-

tion (l/s) of the vertical velocity gives the vari-

ation in altitude (or, what is more important,

variation in density). This change in density

affects the drag force and thus affects the rate

of change of horizontal velocity. An integra-

tion of the horizontal velocity gives variations

in the range along the path.

In order to control range, the rate at which

horizontal velocity is changing must be con-

trolled ; thus the drag nmst be controlled. Drag

can be regulated principally by either changes

in the configalration (i.e., trim changes or drag

brake) or, what is more important, changes in

density. For instance, if at any time in the

trajectory the range must be extended, the lift
force is increased in the vertical direction to

raise the vehicle into less dense atmosphere, thus

reducing the rate of change of horizontal veloc-

ity and extending the range.

From this diagram important features in re-

entry control can be noted and will be referred

to in following discussions. The control of

range by lift constitutes a fourth-order system

(the product of four integrations, l/s). It can

be reasoned that this fourth-order system, like

any other classical fourth-order system, needs

four feedback quantities to shape the desired

response. In entry the first-order feedback

quantity can be the measurement of vertical

velocity or can be those measurements that re-

flect the changing density (i.e., air pressure

rate, acceleration rate, temperature rate). For
the second-order feedback of altitude varia-

tions, those measurements that reflect air den-

sity may also be used and, in fact, are desirable

because it is the actual density (not the altitude

itself) which affects the aerodynamic forces.

The third-order feedback quant:ity can be some

measurement of horizontal velocity, and the

fourth-order feedback quantity is a measure-

ment of the range-to-go to the destination.
Table 30-I is included to illustrate the relation-

ship of possible measurements for control in

entry.

368



ATMOSPHERE ENTRY GUIDANCE AND CONTROL

TAnLE 30-1.--Relation,_h ;p o/ Measuremvnt,_" to Entry Dynamics

Dynamics

Measuring devices

inertial unit

or

tracking

accelerometer

temperature sensor

pressure sensor

T_ T- •
vertical

velocity

drag

acceleration

rate

air or skin

temperature

rate

altitude

drag

accelcration

air or skin

temperature

air

pressure

horizontal

velocity

air

pressure
rate

integration

of drag

acceleration

range-to-go

2nd integration

of drag

acceleration

Control Boundaries

It has been shown that the trajectory will be

varied to control the range, but the guidance

system must also keep these variations within

the operating limits. Figure 30-3 illustrates

the typical boundaries within which trajectory
must be maintained.

I00 -

DIMENSIONLESS VELOCITY, U/Uc_

I_O_E 30-3.--Typical operation boundaries.

If a vehicle is at supercircular speed and

concurrently reaches too high an altitude at

too high a velocity, even though holding full

negative lift, the vehicle will skip out of the

atmosphere. Also, if the altitude is too high

and the velocity too low, the vehicle may not be

able to check its descent before passing through

tile lower boundary. Critical areas shown are
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those of heating and acceleration limits. A ve-

hicle cannot enter too deeply into the atmos-

phere because overheating will occur or acceler-
ration limits will be exceeded.

The following discussion will cover various

methods that can be used to regulate the aero-

dynamic forces so that these operating boun-
daries are not exceeded and the vehicle reaches

a desired destination.

DISCUSSION OF GUIDANCE METHODS

This section will outline in detail the various

guidance methods. The literature has indicated

that each of these methods can yield satisfac-

tory control. The differences to be pointed out

in these systems are primarily the relative ad-

vantages or disadvantages in the ability to

handle off-design entrance conditions; the on-

board computer programming requirements;

the flexibility to maintain trajectories for min-

imum heating or minimum acceleration; and

tile inherent information the guidance equa-

tions give a pilot for anticipation and over-all
decisions.

The guidance methods examined are pre-

sented under two general classifications: guid-

ance using predicted capabilities and guidance

using a nominal trajectory. These are further

broken down into subgroups. This is not to

imply that all guidance systems fall under only

one of the categories. These groupings are
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only made for com,enience in the following dis-
cussions.

Guidance Using Predicted Capabilities

This general group contains those methods

which predict possible future trajectories and

do not use a stored nominal trajectory. Figure
30-4 illustrates this method. Tile vehicle dur-

FI(_aF_ 3(_4.--(]uidance using predicted capabilities.

ing entry has the choice of a number of paths

within its maneuvering capability. The guid-
ance system predicts the path by which the
vehicle will reach the desired destination with-

out violating the heating and acceleration

limits. The discussion of this general method

will consider the prediction of possible trajec-

tories by either "fast time" solution or approx-

imate "closed form" solutions of the equations
of motion.

Fast time prediction.--The use of fast time
prediction has been studied for automatic con-

trol in references 9, 20, 21, and 24, and for pilot

control in reference 31. The basic concept of

these systems is that the differential equations of

motion are solved by a "fast" computation in

the airborne computer to determine possible

future trajectories; repetitive solutions are

made from the continuously measured state

variables. Typical information needed to make

a prediction of the path in the plane of the

trajectory is :

1. Four measured state variables (i.e., v, h,
_,_ X).

2. Two vehicle parameters (i.e., L/D,
w/o,,_).

Various combinations of these quantities can

be used in the prediction. For instance, in the

work of references 20, 21, and 31, the altitude

and W/C,N quantities are replaced by the drag
acceleration measurement.

The solution of the future trajectory motion

can predict maximmn excursions of the state

variables along the trajectory as well as pre-

dicting the vehicle range capability. The com-

putation of heating loads, acceleration Joads,

maximum skip altitudes and other important

constraints can be incorporated into the predic-

tion so that a near optimum trajectory can be
followed.

With automatic control, the desired trajec-

tory can be found by iteration. For instance,
if in the first computation of the motion equa-

tions the desired destination is not achieved,

then an error signal is interjected in the next

solution. These computations continue until a

trajectory is found that will reach the destina-

tion. Considerations of the heating and ac-
celeration constraints can be automatically built

into the trajectory selection.

With pilot control, the fast-time prediction

can be used to display the maneuver capability
with respect to possible destinations permitting

the pilot lo decide upon the proper control
actions. From reference 31 it was demon-

strated that the simultaneous solution of three

trajectories (maximum downrange, minimum

downrange, and maximum crossrange) could be

used to give the maneuver capability. This
repetitive prediction also gives future heating,

acceleration, and altitude excursions which may
be displayed to the pilot.

The main advantage of the fast-time predic-

tion method is the ability to handle any possible

flight condition. This ability to predict range,

deceleration, heating, etc., makes it an almost

universal control method. The principal dis-

advantage of the system is the on-board com-

puter requirements for the fast-time computa-
tion. Studies to date indicate that the

repetitive prediction nmst be made every few

seconds for those entry trajectories where con-

ditions are changing rapidly. In smooth glid-

ing trajectories, computation times on the order

of tens of seconds may be permissible.

Closed-form predictlon.--For the on-board

prediction of trajectories the use of closed-form
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solutions has also been considered. Closed-

form prediction systems differ from fast-time

prediction systems in that instead of integrat-

ing the equations of motion, they use an ap-
proximate explicit solution.

Numerous studies have been made to develop

analytical descriptions of entry trajectories

(e.g., refs. 43-52). Trajectories that lend
themselves to closed-form solutions and have

been considered for guidance are, typically,

constant altitude paths, constant deceleration

paths, ballistic paths, and equilibrium glide

paths.

Figure 30-5 illustrates a typical guidance sys-

tem that uses closed-form solutions for entry

from supercircular velocity (ref. 16). The

trajectory is divided into three phases of con-
trol wherein closed-form solutions can be made.

During the flight along the superorbita] guide

path, a solution is obtained for the range from
the measured conditions achievable with a con-

stant altitude path followed by equilibrium

glide. The vehicle flies up the superorbital

path until this achievable range corresponds to

the range-to-go. At that time, the vehicle is

-- 300

GLIDE

CONTROLLED

CONSTANT

DIMENSIONLESS VELOCITY, u,fu c

FIGURE 30-5.--Closed-form prediction method.

controlled onto the constant altitude path.

The prediction is continued and used along the

constant altitude and following equilibrium

path, thus providing information needed for

control throughout the flight.

Guidance using simple closed-form solutions

does not have the flexibility to handle markedly

off-desigu conditions because most closed form

solutions do not take account of all state varia-

bles needed in the solution of possible trajec-

tories. Also this method has the disadvantage

that only those design trajectories that can be

analytically described can be used. There is

not the flexibility of using any desired trajec-

tory profile such as was the case for the fast-
time prediction or will be the case in the fol-

lowing discussion of control using nominal

trajectories.

Guidance Using Nominal Trajectory

Guidance about a nominal trajectory is illus-

trated in fi_lre 30-6. In this general method

FIGmm 30-6.--Guidance using nominal trajectory.

the state variables along the nominal path are

precomputed and stored on board. The varia-
tions in the measured variables from the stored

values are used in guidance either to control

onto the nominal (path controller) or to es-

tablish a new trajectory to reach the destination
(terminal cont rol_r).

For this guidance scheme a trajectory with

the most desirable nominal path must be se-

lected. For _fidance from subsatellite veloc-

ities a constant L/D trajectory close to the

center of the vehicle L/D capabilities is gener-

ally selected. In most cases, particularly above

circular velocity, the problems of acceleration

and heating loads, guidance sensitivity, and

range capabilities make it necessary to use other

trajectories. Various precomputed trajectories

are available for analysis in selecting tlie most

desirable flight path; however, the most desir-

able selections are most probably made by op-

timization procedures. The steepest ascent

compntation procedure has been extremely use-

ful in selecting the nominal trajectory. This

method has been employed to determine tr,_-

371



CONTROL, GUIDANCE,

jectories for minimum acceleration and heating

loads (ref. 53) and for optimum lateral turns

(ref. 54).
In describing a path through the atmosphere

the state variables and, in certain cases, feed-

back control gains are stored as functions of a

given independent variable along the path.
Studies indicate that the choice of the inde-

pendent variable is extremely important, for

the guidance system may control through con-

ditions highly divergent from the nominal path.

The independent variable may be the obvious

quantity, time, or it may consist of one or more
combinations of state variables. Those studies

using combinations of state variables generally

indicate more capability for guidance about a

given nominal trajectory than those studies

using time. The question of the best independ-

ent variable to use in entry guidance is unan-

swered, though, at the present time.

Patt_ control using fixed feedback gains.--

Many studies (refs. 2, 3, 4, 8, 14, 17, 25) have

considered the use of constant feedback gains

to control onto the nominal trajectory. The

guidance law for this type of system with con-

stant feedback gains, K, is :

Control L=(L).om+ K,_v+ K_h + K38u + K4_x

(3)

where (L/D)_om is the value along the nominal

trajectory and the _ quantities represent the
deviations of the state variables from the stored

values along the trajectory. In applications of

this law where the controlled trajectory does

not deviate greatly from the nominal, one or

more of the Kl_4), K25)_ or K38u terms may pos-

sibly be unused because, as shown in figure 30-1,

the basic dynamics in entry do possess some

stability. All four state variables should be

used in applying this guidance law to conditions

where the path does deviate greatly from the

nominal or in considering those portions of the

trajectory where the guidance situation is ex-

tremely sensitive, as in control at supercircular

velocities.

Numerous system concepts have proposed

using simplified versions of the constant feed-

back control method. Using one of the state

variables (i.e., velocity, range-to-go, altitude)

AND NAVIGATION

rather than time as the independent variable

will simplify the guidance function. Other

concepts propose the use of an electrical com-

pensation network (i.e., lead or lag) to replace
the number of measurements of state variables.

For instance, a simple method for control can
be of the form:

L L K3 K4
Control D=(D)_o +(Kls+ K2+_-+_-) _a

(4)

where _a is the deviation in the measured drag

acceleration from a programmed acceleration

time history. To give guidance precision to

such a scheme, though, the guidance program

must be updated periodically from other
sources.

The fixed gain systems will work in many re-

entry applications. The use of varying gains,
which will be discussed next, allows more free-

dom to shape the desired response and give a

more optimum control along the trajectory.
Terminal control using influvnce coeffl-

cients.--One useful method of examining con-

trol about, a nominal trajectory is to employ
influence coefficients. These functions are

solved from the set of differential equations ad-

joint to the linearized perturbations of the

equations of motion about a nominal path. The
methods of adjoint functions have been applied

to entry guidance in references 7, 10, 11, 13, and

15, and only the final results of these studies

will be given here. The expression for Sx at
final time is :

_xlt,=X_v+X2_h+X3_u+_xlt, Xbbdt (5)
¢

In this equation A represents the time varying
influence coefficients that relate the final re-

sponse at tr to the unit initial conditions at

t,. The symbol b is the forcing function (i.e.,

lift or drag) of the original perturbation

equation.
One guidance concept wherein these influence

coefficients are used to predict the final con-
ditions is the constant-trlm terminal control.

This guidance method uses a control input
that the influence coefficients indicate can be

held constant to reach a selected destination.

In closed-loop control this value will change
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slightly with the continuous measurements that

update the predictions. This control corres-

ponds to a step input in the forcing function b

of equation (5).

Such a constant-trim guidance method is only

good for the linear region near the nominal

trajectory. To handle conditions far removed

from the nominal, overcontrol instead of con-
stant-trim control is needed to assure the des-

tination remains within the vehicle maneuver

capability. Also, because the prediction may be

in error as the result of measurement errors,

atmosphere density variations, aerodynamic

trim variations, and other uncertainties, over-
control is needed.

Overcontrol to permit g_fidance from con-

ditions far removed from the nominal trajec-

tory can be accomplished with bang-bang
terminal controllers. These controllers use

maximum effort to force the path onto a new

trajectory to reach the destination. From

equation (5) this corresponds to maximum
control effort until the final value is driven to

zero; that is :

Some dead band would actually be used to

prevent a continuous limit cycle operation.

When the final value predicted falls within this

dead band then only nominal control effort is

required while the vehicle travels along a new

trajectory. Guidance methods of this type

have been used in reentry studies to control

from circular velocity both lift-modulated (ref.

7) and drag-modulated (ref. 18) vehicles and

also to control a combination lift and drag

varying confi_lration in pull-out maneuvers at,

supercircular velocities (ref. 15). The general

form of the linear prediction control law can

be expressed as:

Control D \D.l.om

+ K b(L/D) (x,_v+_:_h+_u+_x) (7)

where for constant-trim control K =1 and for

bang-bang control K--¢¢. Any value of gain

between K=I and K=o¢ can conceivably be
used to obtain the needed overcontrol. In de-

termining the best value of overall gains to use

in the control system of this general type, the

optimization procedures as described in the next
section should be considered.

Optlm_zed feedback gains.--With optimized

feedback gains the guidance will either control

onto the nominal path or establish a new path

to the destination. In optimizing the set of

time varying feedback control gains there is the

choice of a performance index which the par-

ticular optimization procedure will attempt to

minimize. With this desig31 choice, what may

be optimum in one case may not be optimum in

another. The important consideration is that

the system satisfies the requirements and con-

straints established. The optimization proce-

dures provide the technique for carrying out

this control system analysis in a direct and

systematic manner. This paper will outline

these optimization studies which have deal_

directly with reentry guidance and will not at-

tempt to discuss all the optimization procedures

which have been developed.
In reference 10 the lambda matrix control

scheme is applied to the guidance of a low L/D

vehicle entering the atmosphere at supercircu-

lar velocity. Lamda matrix control considers

the final value (terminal control) and mini-

mizes the mean square control deviation. The

control law for reentry guidance is of the form :

L / \L
Control

(s)

where A represents the time varying gains de-

termined by the optimization procedure. The

time varying gains are precomputed and de-

pend upon the design nominal path.

In reference 26 the neighboring optimum

control scheme is used in guiding a low L/I)

vehicle from supercircular velocity. This sys-

tem uses time varying gains that optimize one

of the terminal quantities while satisfying other
terminal constraints.

In reference I_4 the parametric expansion

method is applied to the control of a medium

L/D vehicle reentering at circular velocity.

The performance index considers the inte_al

squared error of the variations in dynamic pres-

sure, range-to-go, vertical velocity, tempera-

ture, and the angle-of-attack control effort.
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Additional considerations for the crossrange re-

quirements are the integral squared error of the

crossrange-to-go and bank-angle control effort.

Weighting functions are considered with the

various terms to determine the time-varying

gains.

These optimization studies for reentry con-

trol have all used time as the independent vari-

able. Consideration has not yet been given for

the use of state variables (i.e., velocity, range-

to-go, etc.) in the independent variable.

In order to summarize the discussion of guid-

ance methods using a nominal trajectory, figure
30-7 illustrates the various schemes. The fixed

CON TANT-TRIMTERMINAL ONTR

iNOMINAL

X

FIXED FEEDBACK GAINS""

/
BANG-BANG TERMINAL CONTROl/

FIGtrgE 30-7.--VartotLs guidance methods using a
nominal trajectory.

feedback gain method of control produces a

trajectory which osciIlates about the nominaI

trajectory as shown on the fi_lre. The con-
stant-trim terminal controller method uses an

essentially constant control input to establish a

new trajectory to the destination. The bang-

bang terminal controller method uses maximum

control input until the nominal control can be

employed to establish a new trajectory to the

destination. The optimized feedback gain

method uses time-varying feedback gains that

have been optimized either as a terminal con-

troller or as a path controller abont the nom-

inal trajectory.

The fixed feedback gain method provides

good control primarily below circular velocity.

The other varying feedback gain methods (ter-

minal control and optimized feedback gains)

generally provide better over-all capability. All

of these methods are relatively simple guidance

-systems which require a minimum on-board

computer. A disadvantage of using these meth-

ods compared with using the predicted capabiL
ities methods is the minimum amount of

information available for a pilot display. This

is discussed further in the following section.

Pilot Participation in Guidance

The information that the pilot receives from

the guidance computer comes from displays of

the type shown in figure 30-8 depending upon

_! I" IR-AOEcTORY PREDICTED CAPABILITIES _

DOWr

__ f] li'_ ERRORS _

CROSSRANGE ACCELERATION OR
ERRORS HEATING BOO_Y _

FIG_Z 30-8.--Typical guidance displays.

the particular guidance equations. For the

guidance method which uses a nominal trajec-

tory the information shown in the figure is
available; this is similar to the command nee-

dles in current aircraft. For the guidance

method which uses predicted capabilities addi-

tional information may be available to give the

remaining maneuver capabi_itry and to antici-

pate possible skip out, heating and acceleration

problems.

In manned vehicles the capabilities of the

pilot may be considered as another loop around

the basic guidance system (refs. '27-36). A sys-

tem's reliability is increased when the pilot

monitors radio signals, navigation equations,

acceleration sensors, temperature sensors, and

other data essential to entry guidance. When

necessary, the pilot can override incorrect or

questionable signals, provide the control re-

sponses, and make decisions on the over-all mis-

sion profile.

Typical Vehicle Control Systems

The ret.mlation of the lift and drag forces

has been considered in the foregoing general
discussions. In vehicle control the actual lift

or drag usually need not be measured but, in-

stead, the measured flap deflection or angle of
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attack (a) and roll angle (_) which correspond

to variations in the lift or drag are used in the

control loop. The following two control

schemes illustrate typical proposed vehicle

systems.

For the control of the Dyna Soar boost glider

at subcircular velocities, it has been proposed

(ref. 14) to control downrange in the following
manner

control ol]::::=anom-bK, v+K4_V (9)

The nominal trajectory consists of a stored pro-

gram of total velocity, V, versus range, and

a filtered vertical velocity term v is used for

damping. Crossrange is controlled by;

Control _o=K¢ (10)

where ¢ is the angle between the instantaneous

heading of the velocity vector and the heading

of the great circle line between the present posi-

tion and the landing site.

For illustrative purposes, we can consider the

same general method of control about a nominal

trajectory for a low L/D, constant-trim lifting

body that is typical of those considered for

entries at super-circular velocity in the return

lunar mission. For a constant-trim lifting

body, the roll angle can be used to control the

lift vector in the vertical plane in the following

manner (ref. 17).

Control I_[_:oo=_om + Kt_v+ K2_a + K, Sx _

(11)

The three state variables of the nominal

trajectory are stored as a function of the hori-

zontal velocity. The gains K can conceivably

be constant but, for the best control system, they

should be variables determined by optimization

design procedures. This command equation

determines the magnitude of the roll angle.

The sign of the roll angle is determined by the

heading to the landing site.

GUIDANCE CAPABILITIES IN ENTRY

Attainable Ground Area

The previous discussions have outlined pos-

sible guidance methods. The ground area at-

tainable in the studies of these systems to date

is shown in Figure 30-9. As shown for reentry

SUPERCIRCULAR ENTRY

0 50o0 Io,ooo _5,oooi

l_o_aE 30-9.--Attainable ground area.

from circular orbit the available lift-to-drag

ratio of the vehicle is extremely important in

determining the attainable ground area. For

those vehicles with an L/D below 0.5, such as

the proposed lifting Mercury configuration,

|here is about 200 miles erossrange and 2,000

miles downrange capability. For the higher

L/D vehicles such as the Dyna Soar with an

L/D between 1 and 2, there is much more

ground area available for maneuvering from
orbit.

Most guidance studies of closed-loop control

for entry at supercircular velocity have con-
sidered a low L/D vehicle. As shown in this

figure, a vehicle with an L/D=0.5 at supercir-

cular velocity has about 600 miles of maximum

crossrange capability and it is interesting to
note that at about 12,000 miles from entry the

crossrange is limited. This is because the

vehicle is one-half the way around the Earth

and the great circle routes from the initial entry

converge at this point. Entry at supercircular

velocity, such as will be encountered in the re-

turn from a lunar mission, presents particular

guidance problems which will be discussed
next.

Guidance from Supercircular Velocities

To make a successful entry from supercircu-
lar velocities the vehicle must be on u trajectory

within a safe entry corridor (Refs. 55 and 56).

This corridor is shown in Figure 30-10 in rela-

tion to the overshoot boundary, where the
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_DER

i ..:

' EARTH

FIGURE 30-10._uidance in supereircular entries.

vehicle will just stsLy within the atmosphere,

and the undershoot boundary, where the vehicle

will reach the specified acceleration or heating
limit. From within this con'idor the reentry

guidance system can control the vehicle either

through tlle atmosphere or on a skipping

maneuver out, of the atmosphere to the destina-

tion. The choice of the particular design

trajectory is a compromise between accelera-

tion and heating loads, guidance sensitivity and

the range to go to the target,.

The available range control within the opera-
tional corridor for a L/D = 0.5 vehicle is shown

in Figure 30-11. The upper boundary of the

corridor is determined by the shallowest en-
trance at which the vehicle can remain within

the atmosphere while holding full negative lift.
Control near this limit is sensitive because near

full negative lift is needed to keep the vehicle

within the relatively low density position of the
atmosphere and little llft. is available for short-

ening the range. Also near the overshoot

FIGIYRE 30-11.--Typical operational corridor for super-

circular entry.

boundary the vehicle spends a long time within

the atmosphere so that the total heat load limit

can be exceeded in controlling to the longer

ranges. The undershoot limit is determined by
the acceleration limit of the vehicle or crew.

The value of 10g, usually used in defining the

corridor, has been shown in Reference 57 to be
a realistic value within which humans can still

perform. With control at the steeper entrance

angles the maximum range capability of the
vehicle is limited because a large amount of

x_hicle kinetic energy is lost during the initial

steep dive into the atmosphere.

For supereircular entry velocities the range

capability from about 1,500 to 12,000 miles has

been achieved in guidance studies lo date. This

range capability has been demonstrated in refer-
ences 20 and 21 using the fast-tlme prediction

method. Recent studies by Leasing and Coate
of NASA Ames Research Center have demon-

strated that this capability can _lso be achiered

using control about a single nominal trajectory.

The direct, descent entries have been the pri-

mary object of the supercircular entry studied
to date. There has been some consideration of

establishing a circular orbit, in the skip-out

(refs. 12, 50) and the ltse of multiple pass brak-

ing (ref. 55) but there has been little analysis

of the closed-loop control to mechanize these
schemes.

CONCLUDING REMARKS

In conclusion, this survey has outlined several

guidance and control methods that have been

proposed for atmosphere reentry. Each

method can be designed to realize the vehicle

capabilities near the design entry conditions.

It has been found important that the measure-

ment of all four state variables should be repre-

sented in the gnid,_nce law to insure control in

sensitive gnidCnce situations or markedly off-

design conditions.
Further research is warranted to determine

which measurementsshould be used to rep,s-
sent the state variables and how to best use these

variables in the guidance systems. Also the

more stringent mission profile of the advanced

space 'flight projects warrant additional re-

search toward the development of new guidance

systems a.nd toward the improvement of the

systems outlined in this survey.
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NOTATION

a measured acceleration, g units

b forcing function

CD drag coefficient

D drag force; along the total velocity vector, lb

h altitude; along radial axis, ft

K constant feedback control gain

L lift force; normal to the total velocity vector, lb

r distance from planet center, ft

S surface area upon which force coefficients are

based, ft a

s differential operator notation
t time

u circumferential velocity; normal to radius vector,

ft/sec

v vertical velocity; along radial axis, ft/sec

W weight of vehicle, lb

x downrange to destination, along great circle

route, nautical miles

a vehicle angle of attack

f_ atmosphere density decay parameter, ft -1

denotes deviation in quantity from that of nom-

inal trajectory
X influence function

h time varying feedback control gain

vehicle roll angle

¢ heading angle between the instantaneous great

circle route and the great circle route to the

target

i" damping factor

_n natural frequency

Subscripts:

f final value
i initial or instantaneous value

nom respect to nominal trajectory

666715 o--+m--25 377
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INTRODUCTION

As navigation refers to the problem of con-
trolling the translational motion of a vehicle,
so attitude control refers to the problem of
controlling the rotation of a vehicle.

The two types of control exercised are: (1)
turning the vehicle in a prescribed manner to a

prescribed degree; and ('2) stabilizing the head-
ing or attitude in a desired direction despite the
disturbing action of unwanted torques. Table
31-I shows some of the functions required of
vehicles and gives an indication of the accuracy
with which they are to be performed. The
functions are divided into the maneuvering a

vehicle performs in first becoming oriented, and
the maneuvering and attitude holding it per-
forms in its normal course of operation. Out-

side of the operations a vehicle performs in

becoming initially alined, the maneuvering ac-
curacy required of a vehicle can be as high as a
minute of arc for certain astronomical applica-

tions. The requirement reduces to the order

of degrees when solar arrays are to be turned
toward the Sun. There is a greater accuracy

spread in the stabilization required of vehicles:

In measuring spectral characteristics of stars a

vehicle may be called upon to hold its position
to within 0.1 second of arc for over 2 hours; on

TABLE 31-I.--Example Attitude Control Functions and Accuracy Requirements

Initial orientation

Operation Acctlraey

Stop tumbling___ 0.005 deg/see ....

Extend arrays ...................

Aline toward Sun_ _-l deg ........

Attitude Change

Purpose Accuracy

1 min ........

Several deg_ __

0.3-1 deg .....

Attitude stabilization

Attitude

Measurement_ _ _

Solar power .....
Thrust vector

Toward Sun ....

Toward star ....

Toward vertical_

Accuracy

1 see-several

deg.
0.1 sec.

0.1-several

Roll about sun-

line.

Acquire star .....

Acquire Earth___

Aline experiment

package.

0.2 deg/see ......

0.5 deg .........
Several deg .....

Several deg .....

deg.

1-several deg.
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the other hand, the vertical orientation or the

heading of the vehicle or some of its parts may
not have to be controlled closer than to within

a few degrees.

An abbreviated list of the missions calling

for these operations is given in table 31-II. Im-

portant limitations on the designs can be found

under the headings: expected "lifetimes" and
date of "first launch." The nearness of the

times shown by the launch dates listed implies

that the control systems are to be designed using

available techniques and available or nearly

available equipment.

It is not our purpose teday to give detailed

descriptions of the operations required of space
vehleles or of the environmental factors in-

fluencing control system design nor to give de-

tails of the means of securing a desired control.

We will touch upon them as needed, but they

are considered more completely in the refer-

ences (refs. 1, 2, and 3). Rather, this paper in-

tends to point, out some of the limitations im-

posed by the present state of the art upon some

current control system designs and to indicate

the trend being followed in the removal of these
limitations.

TAmm 31-II.--Missions and Orbits of Selected Satellites

Vehicle

Syneom ....

Tiros ......

Nimbus ....

OSO I 1....

POGO 2....

EGO 3 .....

OAO _.....

Mission

Apr. 1960 ....

1963 .........

Mar. 1962 ....

1963 .........

1963 .........

1964 .........

Communica-

tions.

Meteorology_ _

Meteorology_ _

Scientific .....

Scientific .....

Scientific .....

Scientific .....

Launch Life
(Months)

1963 ..................

3

6

6

12

12

12

Attitude

Inertial ......

Inertial ......

Vertical ......

Solar ........

Vertical ......

Vertical ......

Celestial .....

Altitude (Nau-
tical miles)

19,000

400

600

300

200-600

150-60, 000

400

Inclination
(Oe_ees)

33

48

80.

33

33

33

33

Weight
(Pounds)

73

280

650

450

950-1,500

950-1,500

3, 300

I Orbiting Solar Observatory.
Polar Orbiting Geophysical Observatory.

GENERAL DESCRIPTION OF ATTITUDE CONTROL

SYSTEMS

Figure 31-1 summarizes the structure of a

vehicle attitude control system. The system is

seen to consist of a vehicle, of an evaluation of

its performance relative to a reference behavior,

and of control. The evaluation portion of the

system embraces sensors of vehicle behavior, a

T

Fiotm_ 31-1.--&ttitude control system elements.
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s Eccentric Orbiting Geophysical Observatory.
Orbiting Astronomical Observatory.

comparison with a reference behavior, and an

interpretation of discrepancies in terms that are

usable by the vehicle. The control portion of

the system operates on this information formu-

lating some law by which to govern the next
behavior of the vehicle.

The elements constituting each portion are as

varied as the functions to be performed. In the

evaluation portion, the sensor might be a solar

eye giving a voltage output that varies over a

certain range, depending on the direction be-

tween it and the Sun. If the device is designed

to have no output when it is pointing toward

the Sun, then the reference and comparator are

built into the device and the output is assumed

to form a command signal. Depending on its

purpose and design, such a device may give an
indication of the direction to the Sun with an

acmlracy on the order of degrees or seconds of
arc.

Another example is furnished by a rate gyro

used to provide yaw information in vertically
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oriented vehicles. If the vehicle maintains its

vertical attitude, then it turns at the rate of one

revolution per orbit. The gyro is arranged to
measure the rate at which the vehicle rolls about

its flight direction or a component of the orbital
rate if it yaws about the vertical. If the roll
rate is kept zero in some fashion, the gyro volt-
age output is proportional to the yaw angle. In
this example again the reference is implied by
the zero of the gyro output signal. Nonzero
values are used as commands to the vehicle con-

troller. This arrangement, which is likely to be
used together with a horizon sensor to furnish
an indication of roll, is not very sensitive but
can be used to keep the yaw angle to within a
degree or so of zero.

A pair of star trackers can be used to provide
commands that are sufficient to stabilize a ve-
hicle to less than half a minute of arc. These

small telescopes closely track a star independ-
ently of the motion of the vehicle. The angles
between the telescope axes and the vehicle are
measured then compared with stored reference
angles. The differences are processed according
to the geometry established by the star trackers
and the vehicle to indicate the position error of
the vehicle. These calculated errors then act as
commands for the controller.

Commands undergo a certain amount of proc-
essing-which will be considered later before
driving the actuators. The actuators, the mus-
cles by which the desired torque is exerted on
the vehicle, are usually of two types: momentum
removal and momentum exchange.

Momentum exchange devices are exemplified
by reaction wheels which, in being driven, react
on the vehicle in a direction opposite to that in

which they are speeding up. By their turning
they absorb the momentum of the vehicle which

is turning in an undesired way. Reaction
wheels are advantageous when accuracy of atti-
tude control is desired, when disturbances of the

vehicle are largely oscillatory, and when a rela-
tively long lifetime is required.

Momentum removal devices eject matter from
the vehicle, the reaction to the ejection torqu-
ing the vehicle. A jet of compressed nitrogen
exhausted through a nozzle is an example of a
momentum removal device. Jets which have a

higher torque capability than wheels are used
to stop initial tumbling of vehicles. They are
used also to dump the momentum stored in re-
action wheels which are approaching their speed
limits. Since they have the disadvantage of
using up fuel whereas reaction wheels can ob-
tain power from the Sun, jets are not generally

suitable at prdsent as prime actt_ators on long-
lived missions. They are appropriate for inter-
planetary trips, however, where the vehicle dis-
turbances are not oscillatory.

Vehicle disturbances are tmwanted torques
superposed on the vehicle in addition to the

torque exerted by the actuator. Examples rep-
resentative of disturbances for such vehicles as
Nimbus or the OAO are shown in Table 31-III.

Some torques arise internally from the vehicle's
own dynamics or from motion of its parts.
Others are due to environment--solar radiation

pressure, micrometeoritic bombardment., the
Earth's atmosphere, or, as indicated on the
table, the gradient of the Earth's gravity field
or the geomagnetic field.

The predictable torques among those on this

list, particularly those from the gravity gradi-
ent or the geomagnetic field, may not always be
unwanted. They can be used directly or indi-

rectly together with actuat_)rs for vehicle
stabilization.

TABLe 31-III.-- Typical Attitude Disturbance Torques

Magnitude

Vertically
Oriented
Vehicles

Inertially
Oriented

Vehicles

Torque in roll due to yaw angular velocity ............
Torque in roll due to roll angle .....................

Torque in pitch due to orbit eccentricity ............

Torque in pitch or roll due to gravity gradient .......

Torque due to gravity gradient ....................

Torque due to magnetic field ......................

50 dyne cm./deg./hr.

200 dyne cm./deg.

200 dyne cm.

500 dyne em./deg.

2,500 dyne cm.

2,500 dyne cm.
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PRESENT STATUS OF ATTITUDE CONTROL

SYSTEMS

Evaluation

The previous remarks were made to give a

general idea of the structure of a space vehicle
attitude control system and of some of its func-

tions. The expected lifetimes and the short.

lead time called for in designing and building

satellites, in forcing the designer to use the

simple methods and reliable equipment that is

either already on hand or to be available very

shortly, have necessitated some solutions which

fall short of a designer's ideal. Examples of

compromises in performance or flexibility due

to the realities of present capability can be

found in those parts of the control system

labeled "evaluation" in figure 31-1. Com-

promises are made sometimes because of the

limitations of available sensors, and at other

times to avoid performing complicated calcula-
tions on board the vehicle.

Consider the common problem of keeping one
axis of a vehicle vertical and another in the

orbit plane, that is, with zero yaw angle. For

a hypothetical mission calling for great preci-

sion in maintaining this attitude, the very first

step in design requires that distinctions be made

between Ix)ssible interpretations in these ref-
erences. After all, the so-called orbit plane is

ahnos{ always only a useful fiction, and gravi-

tational and geometric verticals need not co-

incide. Suppose for the example, however,

that a geometric vertical is desired and that a
vehicle reference axis in the local horizontal

plane has zero yaw if it has no angular rate

component along it. Then the fig_lre of the
Earth and orbit inclination set fundamental

limits to the position and rate of the vehicle's

vertical attitude. In practice_ however, noise

from a horizon sensor limits accuracy. The

noise might arise from predictable sources, such

as the Sun on the horizon, or from less predict-

able sources, such as cold clouds the existence

of which took flight experience to discover, or

from the basic limitation imposed by the tem-

perature of the sensor. Whatever the source

of noise, means can be devised to circumvent it

or to improve the signal accuracy. The sensor

can be redesigned, estimators and predictors
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can be formulated to operate on the si_ml, or

a new type of sensor may be used. If the mis-
sion is to be flown in the next six months or _,

however, these problems cannot be gone into,

and the mission cannot expect a better position

accuracy than that of one or two degrees.

Similar remarks apply to the measurement

'rod control of the yaw angle. Difficulties here
are associated with uncertainties not only in

the threshold of the measurement but also in the

operations used to determine that a nonzero

signal is caused by yaw. In this case, too, op-
timal estimations will improve the resulting

commands. But the necessary methods are not

sufficiently developed to be currently employed.

Missions in the near future cannot expect yaw

control of higher precision than the order of

one degree.
Methods not only of implementing the re-

sults of decision and optimal estimation theory

but also of computing command equations must

be improved before they can be employed on
board a vehicle. There are instances among

current vehicles that require some operations

to be performed on the ground in order to avoid

the currently undesirable task of computing

variable command equations on board.

The command equations used to evaluate the

performance of a vehicle in order to control it

are generally determined by the geometry of the
situation. Since the equations are often non-

linear, the)" must normally be simplified and

approximated before they can be used. The

extent to which the stable range of system op-

erating errors depends on approximations in

commands is a fundamental control problem

about which there is little knowledge. Much

experience, however, has shown that the ap-

proximations used in the equations are critically

important to the stability of the whole control

system. In the case of one vehicle, whose at-

titude changes are sensed by a number of star

trackers, very approximate but simple com-

mand equations are mechanized on the vehicle.

Then every significant change in commanded

attitude is checked by a computation on the

ground to determine whether the system will
be stable with the vehicle in the new attitude.

The gr_at degree of approximation used in

command equations will be reduced as comput-
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ers designed for space vehicle operation become
available. Improvements that will let com-

puters be designed into a system with confidence
in their long-term operation and minimum
complications in other operations of the vehicle
will be of great value in increasing the flexi-
bility and precision of a number of attitude
control systems.

Control

Except for the development of such new
instruments as horizon and solar sensors, the

evaluation portion of space vehicle control sys-
tems has not progressed beyond the older tech-
nology for aircraft. Greater chang_ has oc-
curred in the control portion of the system.

The greatest change here has been an increas-
ing dependence on nonlinear analysis and de-
sign and the employment of increasingly sophis-
ticated and effective control logic.

The central design problem in control sys-
tems used to be selecting compensation for com-
mand signals which were typically position
error signals lineraly dependent on the vehicle's
behavior. The problem was to select such pro-
portionality factors and judicious amounts of
derivative and integral functions of the error
that the over-all system behavior became not

only stable but in some sense fast. Effort was
expended in securing linear performance from
each element of the system not so much because
linear elements behaved so well as because their

behavior could be predicted so well. Although
the virtues of relay and other nonlinear systems
were recognized by some theorists and experi-
menters, nonlinear techniques were seldom used
or needed.

The control design problem in satellites is one
of conserving power rather than of securing

speed. Whereas linear systems expend power
continuously, pulse systems do not. Use of jet
pulses to control the attitude of space vehicles,
however, forces the designer to apply nonlinear
techniques in the system analysis and mechani-
zation. The position error of the vehicle is no
longer continuously forced toward zero, but os-
cillates in a limit cycle, a naive sketch of which

is shown in figure 31-2.
In this figure, position error and error rate--

the time derivative being designated by the dot

iiiiiiiiiiiii i -- "'i-
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FrOWaE 31-2.--Idealized vehicle limit cycle behavior.

above the letter--are used as abscissa and ordi-

nate. The error increases at a constant rate
until a certain value when gas is eject_l. The

gas impels the vehicle to move with a rate of
the opposite si_l. The error then decreases

until it is again of a certain size. Another pulse
of gas retur_s the vehicle to its initial motion.

It is clear from the diagram that to conserve
fuel, the time befween pulses should be as long
as possible. Some logic schemes strive to st retch
the oscillation period by modulating pulse mag-
nitudes by noting the time between pulses.
Others--for inertially oriented vehicles--rather
than estimate the time between various errors,

use vehicle rates computed by derivative net-
works. It is even possible to devise schemes
that, in effect, remember and use ambient fields

to increase the time between pulses.

Partly the necessity of using nonlinear error

signals and partly experience with jet controls

have given an impetus to design equivalent logic
schemes for use with reaction wheels. Reaction

wheels can be built as linear devices that de-

pend linearly on speed. To obtain most mo-

mentum storage, however, while keeping a uni-

form torque capability, nonlinear reactrion wheel
characteristics which are independent of speed

over part of the operating range have been
found useful. Since such wheels behave like

pulse jets, the same sort of control logic used

for jets has been applied to them.

CONCLUDING REMARKS

This paper has presented a brief view of the

present state of the art of space vehicle attitude
control. The status revealed was biased to-

ward the limitations in current systems in order

to point out the trends of future development.
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As selective as the paper has been, it ought not

be closed without having indicated the back-

ground knowledge needed by a person wishing
to work in this field.

But a few years ago the tools of the control

systems specialist consisted of a knowledge of
differential equations, some transform theory,

linear network analysis and synthesis, geometry

and kinematics, and a knowledge of the prop-
erties of transducers. But the field of control

theory has been infused with a new viewl_int

and a number of new ideas. Now to exploit

the theories of optimal estimation, optimal con-

trol, adaptive control, and dynamic program-

ming, to amplify the ideas of pattern recog-

nition, or to investigate the topological ap-

proaches to stability theory, much mathematics

new to the control specialist is required.

Knowledge of information theory, game theory,

statistical decision theory, of linear spaces and
nonlinear differential equations, of integral

equations and variational calculus is becoming

increasingly important.
An increase in breadth of mathematical

background seems to be a requirement common

to all technical endeavors these days. Yet

mathematical capability is not nearly all that is

needed today in the design of control systems on

the basis of modern theory. Adaptive systems,

optimal control systems of all sorts, even the

more traditional approaches when applied to

the more complex situations, all call for digital

computers on board the spacecraft. The design

of these devices is very promising right now.

But their use may well prove to be a crutch to

systems and components designers. To the ex-

tent that we look forward to the growth in num-

bers and capabilities of control theorists, we also

look forward to finding gifted experimenters

with the ingenuity to devise equipment, that will

aeeomplish passively some of those things that

we tend now to rely on computers to accomplish.
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INTRODUCTION

This paper will examine some research and

development efforts on advanced spacecraft

guidance and control components and systems.

Some of the difficulties encountered in system

design due to neglecting characteristics of real
hardware are noted as well as the constraints

imposed on component development when tied

to space programs. The unique position of the
universities to make contributions to this field

are also discussed.

EQUIPMENT RESEARCH AND DEVELOPMENT

FOR THE NASA

Research on navigation, guidance, and con-

trol equipment used on NASA spacecraft is

carried on by many organizations. Advanced

spacecraft equipment is based on the results of

the research by the following:
1. Research at NASA research centers.

2. Research at NASA space flight centers.

3. Industry-sponsored research and develop-
ment.

4. NASA contracts and grants.

5. Major space vehicle projects.

6. Department of Defense, universities, etc.

Each of these organizations operates with

somewhat different immediate objectives and

constraints ; nevertheless, they all have the same

ultimate goal of improving the state of the art.
The in-house programs of the NASA Research

Centers, such as Ames and Langley, are con-

cerned primarily with the advanced techniques

needed for both present and future space

projects. In general, these studies are not

directed toward hardware development, partic-

ularly flight hardware, but rather are
concerned with the study of new concepts. An

important by-product of this research effort is

the development of in-house groups with suffi-

cient knowledge of the state of the art to intelli-

gently judge contractors' proposals and
subsequent development work. The efforts of

the NASA space flight centers, such as Goddard

and Marshall, are similar to the research cen-

ters; however, a much larger proportion of

their effort is directed toward solving problems

of immediate concern to existing programs.

Industry-sponsored programs are very

valuable, particularly in the component area.

Programs supported by the NASA Office of

Advanced Research and Technology provide

a wide base for research and development in

all of the space technology fields. Their con-

tract program is particularly useful for ex-

ploiting new concepts proposed by industry.

The NASA university program, which consists

primarily of research grants, also provides an
excellent source of research talent.

Major space vehicle projects such as the

Orbiting Astronomical Observatory and the

Apollo program provide a large portion of the

funds spent on equipment research and de-
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velopment. By the nature of these flight proj-

ects, the emphasis is on hardware development ;
however, advanced concepts of these vehicles

require a significant effort in applied research.

NASA RESEARCH CENTER PROGRAMS

The magnitude of NASA in-house research

is considerably smaller than that. aceomplished

under contract; nevertheless, it constitutes an

important segment of the over-all program be-

cause of its advanced nature, and also because

it provides the continuation of an in-house com-

petence to judge proposals soliciting NASA

support.
A typical NASA Research Center program

concerned with real hardware systems is repre-

sented by the work of the Guidance Systems

Components Branch at the Ames Research Cen-

ter. The activities of this group are representa-
tive of an effort to combine theory with the

practical in the development of guidance and

control components. Figure 39.-1 outlimes this

group's work in three areas. The Navigation

System is defined as that portion of the equip-

ment concerned with determining the vehicle

flight path. Guidance Systems relate to items

which provide information for the control of

the flight path, and Control Systems cover

those sub-systems which actually move the

space vehicle. The list in these three categories

is certainly not all-inclusive, but does represent

the type of work needed for today's spacecraft

equipment. It is instructive to go over several
of the items in some detail to illustrate the

scope of the research.

NAVIGATION SYSTEMS

NAVIGATION, GU!DANCE

-- NAVIGATION SYSTEMS

_LE_SISN I RADIO
J]_CHNIQUES AND

RADAR

NAVIGATION
INSTRUMENTS

AND CONTROL RESEARCH

CONTROL SYSTEMS
1,

ATTITUDE PILOI_

CONTROL CONTROL5 :

z
=

= GUIDANCE SYSTEMS

AUTO_IAT!C iNERTIAL ON-BOARD =

TRACKERS REFERENCES COMPUTER_

I_G_ 32-1.--Examples of equipment research.

bearings will be obtained by viewing the vehicle

against a background of stars with known posi-

tions. The angular bearings to the stars and

the angular difference from a star to the vehicle
will be introduced into the computer. The ma-

jor problems are detecting the vehicle optically

at long range and obtaining the precise differ-

ence of bearings between the stars and the
vehicle.

An interesting side issue being investigated

is the compensation for the image motion which

is due to atmospheric turbulence. Since TV

images are in an electrical form they are sub-

ject to various types of filtering. There is some

possibility that optimal filtering techniques can

improve the resolution of astronomical pictures
taken from Earth-based telescopes.

The navigation instrument studies noted on

figure 3"2-2 are concerned with the on-board

instruments used for midcourse guidance. Spe-

cial sextants are being developed which will be

capable of determining the angle between guide
stars and the Moon or Earth or other planets

to a few seconds of arc.

Figure 39-9 gives a breakdown of the re-

search program on navigation equipment. As

an example of this work, one group is devoting
considerable effort to investigating the uses of

TV in space and has procured a special low-

light-level, image-orthicon, closed-circuit TV

system for research on space vehicle position

determination. One of the objectives of this

program is to obtain precise angular bearings

of a space vehicle in a real-time digital form

suitable for direct introduction into a digital

computer for determining flight path. The

NAVtGATtONt SYSTEM_

i .........t"' I
"--'TELEVISION TECHNIQUE I RADIO ANQ RADAR,;

]SPACECRAFT POsiTION I

__T V REMOTE CONTROL | _

ON-BOARD T V I

_AGE TUBE TECHNOLOGY]

N,_viGATi(pNINSTRUMENTS
MANUAL SEX_

AUTOMATIC SEXTANT_
= AUTOMATIC THEODOLITES

: _ECHNIQ]] ES ..............................

I_G_ 32-2.--Navigation equipment research.
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Radio and radar systems also are important

because they can be used to contribute position

and velocity information to either ground-

based or on-board navigation systems.

Figure 39--3 shows the research television

systems used in the vehicle tracking studies.

The TV camera is mounted at the focal plane

of a 12-inch cassegrainian reflector telescope.

GUIDANCE SYSTEMS

Figure 32--4 lists the studies related to ve-

hicle guidance equipment. An example of the

work in progress in this area is the effort di-

rected toward improving star trackers. Most

star trackers used in the past have utilized me-

chanical methods for scanning the star image

to generate the error signals needed to drive the

self-tracking telescope so as to remain centered

on the target star. Two scan methods are shown
on figure 32-5. The mechanical scan method

has limited lifetime, requires considerable

power, and has other undesirable character-

istics. Ames has been studying the use of the

image-dissector type detector as a suitable re-

placement for the mechanical scan. The image

dissector is a photomultiplier tube with a front

electronic imaging and deflection section suit-

able for electronic scanning. A particularly in-

teresting scheme uses special reticles at the tube

aperture.
Inertial references indicated on figure 32-4

can be used for guidance during several por-

t.ions of a space mission. Present studies are
concerned with both improving the equipment

performance and investigating the effects of

equipment errors on vehicle performance dur-

ing a lunar mission.

Digital computers are an essential part of

the on-board equipment for long-range mis-

sions. The many calculations needed for mid-

course guidance can be accomplished only with

a digital computer. Typical guidance com-

puter studies are related to the problems of in-

tegrating the computer into the guidance

system, developing guidance equations, and

establishing self-checking computer procedures.

CONTROL SYSTEMS

Figure 32-6 itemizes certain control system

equipment studies at Ames. An exampla of

FIGUaE 32-3.--Television and telescope research
installation.

I --=---
ON-BOARDCOMPUTERSF.
DIGITAL COMPUTERS I

GUIDANCE LOGIC •

SELF CHECK METHODS•
INPUT-OUTPUT DEVtCESII

---- ALINEMEN T _

------_.YSTEM INTERFACES

,Fzaum_ 32-4.---Guidance equipment research.

SCANNER

FIflURE 32_i.--Star tracker scan methods.

these studies is given by a current investigation

of a twin-gyro attitude-control system. This

control system utilizes two gyros mounted on
the same frame but their rotors spin in opposite
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CONTROL SYSTEMS

VEHICLE ]

-- ATTITUDE CONTROL PILOT CONTROLS

GYRO TORQUERS PILOT DISPLAY _

__. JET_$ ................

FIGVRE 32-6.--Control equipment research.

I_O'DRZ 32-7.--Twin gyro controller.

CONTROL, GUiDAN.CE, AND NAVIGATION

Figure 32-8 shows the experimental equip-

ment. associated with this study. The vehicle

inertia and the torque-free environment of

space are simulated by the large structure
mounted on a low-friction air bearing. The

pilot's seat is at one end of the structure. Three

sets of special twin-gyro controllers are
mounted on the frame in such a manner as to

torque the frame about each of three orthogonal

axes. Error signals for control are provided

by a set of star trackers. The resulting stabili-

zation system has demonstrated high dynamic

performance as well as stabilizing the structure
to better than 1/4 second of arc.

Inertia wheels, mag_mtic torquers, gas and

vapor jets have been studied in addition to the

gyro control system described. Each has ad-

vantages and disadvantages which affect their

compatibility with any particular mission.

One of the objects of the studies is to define

more clearly the component characteristics as an

aid in choosing the optimum control method.

The pilot control studies indicated on figure

30_-6 are concerned with improving the display

of guidance and control information to the

astronaut and optimizing his method of con-

trolling the vehicle. A particularly interesting

device under investigation is a solid-state elec-

troluminescent panel suitable for displaying

the digital computer output to the astronaut.

This display consists of thin electroluminescent

wafers arranged in a vertical stack. The com-

puter output can be coded so as to illuminate
the wafer whose vertical position represents

the magnitude of a number. Furthermore, all
the wafers below can be made to illuminate

automatically so that the display is similar to

that of a thermometer. The advantages are

almost instantaneous time response and no mov-

ing parts.

NECESSITY OF WORKING WITH REAL

HARDWARE

The previous discussion has outlined portions

of a research center program on guidance and

control equipment. It would be appropriate

at this point to mention some precautions which

must be taken in the application of this type

of work. For example, care must be exercised

to assure that the validity of conclusions or

I_G_ 32_.--Twin gyro controller expe_mental

apparatus.

directions. These gyros are illustrated on fig-

ure 32-7. For torquing a space vehicle, the

gyro gimbals are commanded to turn in oppo-

site directions. The resulting precessional

torques from the two gyros combine to react on
the vehicle about the desired axis but cancel

each other's cross-coupling torque about the
other axis.
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concepts arrived at in analytical studies are

proved by sufficient tests with hardware. An

example of the need for such tests was demon-

strated during an Ames investigation of an

alternate control system proposed for an Earth-

pointing weather satellite. The stabilization

system of this satellite was required to main-

tain one axis pointing toward the center of the

Earth and another orthogonal axis pointing

along the orbital path in order to scan the

Earth's surface properly. Figure 32-9 is an
artist's sketch of this satellite. Suitable error

signals to control the axis to be pointed at the

Earth's center (pitch and roll) can be obtained

with a horizon scanner type of instrument, as

illustrated by the figure. Unfortunately, there

is no simple and direct method for generating

the error signals needed to control the heading

along the orbital path (yaw control). One

indirect method is "gyro compassing" which

uses a rate gyro mounted with its sensitive, or
input axis, alined with the vehicle roll axis so

as to detect a component of orbital rate when

the vehicle yaws away from the correct head-

ing. This use of a gyro, unfortunately, also

results in an undesirable signal whenever the

vehicle rolls. An analytical study indicated

that the undesirable roll signal, in principle,

could be canceled by proper circuits since roll
information is available from the horizon scan-

ner. A diagram of the proposed system is

shown on figure 32-10. As illustrated, the gyro

generates a signal composed of a component

equal to the product of orbital rate and yaw

angle, o0_, and a component equal to the roll

rate _. Only the yaw signal is desired. The

horizon scanner generates roll position infor-

mation which can be converted approximately

into roll rate by the network shown. If ap

propriate gains are used, the roll-rate signal

generated by the horizon scanner can be sub-

tracted from other gyro signal leaving only the

desired yaw-angle component. Such a system

was studied on an analog computer which indi-

cated the system performance to be satisfacto .ry.

Nevertheless, in view of other experience with

cancellation techniques, it was decided to fur-

ther check the method by using the same analog

computer to simulate most of the system but to

use a real horizon scanner for providing the

HORIZON
SCANNER

EARTH

I_GVaE 32-9.--Horizon scanner control.

Fm_ 32-10.--Block diagram of yaw control s_heme.

Fmva_ 32-11.--Rate table and horizon scanner

apparatus.

error signals. This was accomplished by driv-

ing a precision rate table from the analog com-

puter and mounting the horizon scanner on the
rate table to "look" at a circular ]lot plate simu-

lating the Earth as shown in figure 32-11. The
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results were now considerably different, since
the real horizon scanner had sufficient noise in

its output to make the cancellation technique
unworkable.

DIFFICULTIES ASSOCIATED WITH REAL

HARDWARE

In actual space-vehicle project work it is dif-

ficult to investigate radically new concepts for

guidance and control equipment. Although

the vehicle mission may involve extremely ad-

vanced space experiments or explorations, the

vehicles themselves must be as reliable as pos-

sible. Consequently, when component devel-

opment is tied to a particular project , several

constraints are immediately imposed. These
are outlined below :

1. Project time schedule.

2. "Tried and true" concept.

3. Major system design restrictions.

4. Limited freedom for subsystem designers.
The listed constraints are the consequence of

the necessity of developing reliable vehicles

and associated systems for navigation, guidance,

and control in as short a time as practicable.

The people responsible for these programs

would like to use the latest or most promising

new techniques but the harsh realities do not

allow this luxury.

Considering then the restraints in order, the

first limits the time allowable for development

and, consequently, severely restricts any inves-

tigation of promising but speculative new tech-

niques. In a similar fashion, the second item

states that, insofar as possible, only proven

techniques be used. Tlle reason underlying this

constraint is that space vehicles have minimum

redundancy so if any of the many one of a kind

components fail, the entire mission is lost.

Consequently, both the NASA and the contrac-

tors must insist on proven techniques whenever

possible. The third constraint results from the

AND NAVIGATION

need to choose an over-all system to meet the

operational requirements of the vehicle. In

the process, the performance and configuration

of subsystem components, such as star trackers,

may be specified within rather narrow limits.
The final constraint reflects the subcontractor's

dilemma. In spite of his desire to develop the

ultimate in component performance, he is faced
with two factors: a short time schedule and a

detailed knowledge of how he built his last

component. The tendency, therefore, is to up-

date old designs to meet new requirements.

These project constraints emphasize the neces-

sity of conducting advanced research away from

the pressures of project development. Within

the NASA the research centers provide this
function and Jt is for this reason that, the Cen-

ters concentrate on advanced techniques rather

than hardware development. Furthermore,

this project development situation has a bear-

ing on the universities' role in the space research
effort. Since the universities are not under

such constraints, a splendid opportunity is pro-

vided for them to contribute radically new con-

cept.s to the guidance and control equipment

area. For example, decisions to investigate new

and exotic but speculative concepts do not have

to be weighed against the consequence of failure.

As a result, an a_mosphere conducive to the ex-

ploration of new ideas can prevail.

SUMMARY

Typical research programs on guidance and

control equipment have been discussed. Some

of the hardware difficulties and project con-

straints have been outlined. It appears that the

universities are in an excellent position because

of _heir wide choice of research talent and lack

of constraints inherent in funded space pro-

grams to make major contributions toward ad-

vancing the state of the art.
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INTRODUCTION

Space is a hostile_ uninhabitable environment
for man. It is necessary for man to take his
environment with him into space. As space
flights become longer and longer in duration,
the task of providing the artificial environment
for space crew pyramids in complexity. This
is the subject of a later presentation in this
series_ and this paper is confined to the effects

on the man of the many possible variations in
his environment in space.

In our philosophy of space flight_ man main-
tains a function of command in the man-ma-

chine complex. This means that decisions con-
cerning environmental conditions are based on
promoting and maintaining the man's efficiency

for prolonged flight durations. Not only must
man survive journeys into space but he must
be an active participant in many phases of the
trip.

When we consider the effects of environ-

mental stresses on man, the concept of "toler-
ances" should be made clear. Unlike most ma-

terial structures, man does not usually proceed
undisturbed to the point of chaotic collapse as
increasing stresses are applied to him. The
more common reaction is a progressive decre-

ment of function. Rather than a single nu-
merical value analogous to the compression

STRUCTURES

MAN

\

I_OURE 33-1.--Human tolerances.

strength of concrete_ human tolerances can be
better stated as a curv% relating applied stress
to some measurable performance or function.

Then tolerance, as points along this curve_ can
be awareness that the stress is present s discom-

fort, transient or temporary injury, permanent
injury_ or death. Unfortunately, our present
knowledge does not allow us to construct such
curves for most physiological stresses.

DISCUSSION

Biodynamics

This area of environmental physiology is con-

cerned with a study of certain environmental
physical factors imposed on the man making a
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journey into space. In this category are in-

cluded noise and vibration, sustained accelera-

tions and impacts, and the effects of weightless-

ness. With the exception of weightlessness,

these problems are not new and have long con-

cerned the specialist in aviation medicine.

Investigations of noise and vibration as they

pertain to manned space flight study subjective

comfort and ability of man to perform, physio-

logical changes, and acute and chronic damage

caused by vibration of the man or those vibra-

tions impinging on the man. These vibrations

may vary in frequency, intensity, direction, and

duration. From previous studies with animals

and humans we have learned something of the

natural frequencies of certain body organs un-

der these conditions. This resonance is largely

responsible for lethal effects in animals and for

subjective discomfort in man. Man's tolerance

to vibration up to 20 cycles per second is quite
low. The effects of subaudible noise have not

been explored very deeply. Because vibration

frequencies in advance boosters, such as Titan

and Saturn, are anticipated to be from a few to

2,000 cycles per second, it is important that we

know the effects of these forces on man, estab-

lish levels of tolerance, and develop attenuation

methods when these are required.

Studies of acceleration forces, both sustained

and impact, are intended to establishing toler-

ance levels in terms of magnitude, direction and
duration of these forces, and to define protec-

tion requirements for space crews. Tolerance

to impact accelerations (with durations up to

0.2 second) is known to be much greater than

tolerance to sustained accelerations, primarily
because there is too little time for fluid and tis-

sue shifts to occur. Our knowledge of toler-

FIGUaE 33-2.--Acceleration terminology.

ance levels and effects of accelerations along the

major orthogonal axes of the body is meager.
When we consider combined forces or rapidly

changing forces, tolerance limits are almost

nonexistent. The method of estimating these

limits in the past has usually been to extrapolate

or interpolate data along the major axes to other

axes. The validity of such interpolations is

open to question, and it is becoming increasingly

important that factual information be obtained.

Very little is known about the effects of pro-

longed weightlessness or prolonged exposure to

hypogravic states. There has been consider-

able conjecture and speculation in the past

about the effects of prolonged absence of nor-

mal gravity on the vestibular system, on the

cardiovascular system, on the musculoskeletal

system ,and on diurnal rhythms and sleep pat-

terns. At present, there is no method by which

prolonged weightlessness can be simulated on
or near the earth's surface; and it is unlikely

that such a method will soon be developed.

Orbital flight has therefore served as a method

of exposing man to progressively longer periods

of weightlessness. Despite the most careful ob-

servation, our experience to date has shown no

demonstrable ill effect of weightlessness. This

cautious, stepwise, and obsem-ant approach will

be continued to better define what, if any, are

the detrimental effects of prolonged weightless-

hess. There are certain very definite beneficial

effects of weightlessness in terms of comfort,

and the energy expenditure necessary to do cer-

tain types of work. It is important that we

continue to investigate means of turning this

unfamiliar environment to our advantage.

Rotation of spacecraft has been proposed as

a method of producing an "artificial gravity"

by centrifugal force. As indicated above, it is

not yet demonstrated that an artificial gravity

is necessary for man's well being, though it

might "make life easier" for the space traveler

if he could function in a rather constant gravi-

tational field. Rotation of the spacecraft, how-

ever, may produce some very undesirable

physiological effects, sometimes referred to as

"space sickness." Very little has yet been

learned about the etiology or prevention of this

syndrome, or man's adaptation to constant
•rotation.
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Radiation

Man in space may encounter radiation from
several sources--the sun, the stars, the Van
Allen belts, and from nuclear-reactor propul-
sion or power systems. It is necessary to en-
sure that space crews are adequately protected
from acute and chronic harmful effects of such

radiation. In Project Mercury, ambient space
radiation does not present a significant danger.
The apogee, or highest point in the orbit, is well
below the Van Allen belt, and the earth's mag-
netic field affords protection against solar flare
radiation. In Project Apollo, when three men
travel around the moon and land on it, it will be
necessary to traverse the Van Allen belt. In
addition, much of the protective effect of the
earth's magnetic field will have been left be-
hind. The radiation spectrum as it exists in

the space, the shielding required for protection
from it, and the biological effect of both pri-
mary and secondary radiation on the astronauts
must be known. Lack of such knowledge could
result in paying a great weight penalty in un-
necessary shielding, or risking injurious or
lethal exposure. Much information has al-
ready been collected about the radiation envi-

ronment in space. Within the weight limita-
tion of the Apollo spacecraft, allowable shield
weights are expected, with 99-percent reliabil-
ity, to reduce radiation exposure to less than 50

rad--25 rad being the expected mission expo-
sure, and an additional 25 rad being allowable
emergency exposure. The feasibility of chemi-
cal and biological means of affording protection
against or counteracting the effects of radiation
exposure is being investigated.

Life Support

The normal gaseous environment of man

consists of about 20-percent oxygen and 80-per-
cent nitrogen, at a total pressure of 14.7 pounds
per square inch at sea level. Although the
Russians have indicated that their Vostok

spacecraft provide their cosmonauts with such
an atmosphere, American spacecraft have not
been designed to do so. A two-gas system in-
creases the complexity of the environmental
control system (and thus decreases its relia-
bility), additionalpressure increases cabin
leakage rates, this amount of gas imposes an

SOLAR FLARE PARTICLES

TRAPPED RADIATION

I_GUXE 33--3.--Radiation considerations.

additional weight penalty, and the presence of
nitrogen could have detrimental effects if the
astronaut were suddenly exposed to a lower
pressure because of an emergency. In Project
Mercury, an atmosphere of 5 pounds per square
inch consisting ahnost entirely of oxygen was
selected. Oxygen at less than this pressure is
sufficient, to prevent hypoxia, but the additional
pressure provided significant added protection
against dysbarism and assisted the ventilation
of electronic equipment within the spacecraft..
The spacecraft was constructed so that leakage
rates were acceptable. Although entirely satis-
factory for flights of relatively short duration,
there is no reason to believe that this atmos-

phere is optimum for longer flights. We are
just now expanding our experience with ex-
posures of days, weeks, and months to this and
other artificial atmospheres. We know that
there are certain nuisance effects of breathing

pure oxygen atmospheres for extended periods
--for example, the reabsorption of oxygen from
the middle ear while sleeping--but no other

significant detrimental effects have been dem-
onstrated at the reduced pressures contem-

plated for spacecraft. Our investigations in
this direction will continue in an effort to estab-

lish a truly "optimum" gaseous environment.
for the space traveler, from all points of view.

The sustenance of astronauts during flights
of short duration has been relatively simple.

The provision of food, water, and oxygen has
not necessitated any particular scientific ad-
vances. As the duration of flights becomes

longer, however, this will loom as a larger prob-
lem. The question of whether man's metabolic
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demands during space flight are the same as

under comparable situations on earth has not
been answered. These demands must be fore-

cast with accuracy and precision to insure that

man's capabilities are not. compromised by

hunger, malnutrition, thirst, dehydration, or

hypoxia. At the same time, all unnecessary

stores must be left behind and replaced by use-
able items. Development and testing are cur-

rently under way in methods of preparation
and storage of food, and Project, Mercury has
been used as a test bed for some of these new

ideas. On flights of long duration, tasty and
attractive food will doubtless be of great psy-

chological benefit during hazardous or boring

periods of flight.

Man's metabolic wastes in space flight to

date have presented no serious problems.

Carbon dioxide is absorbed by lithium hydrox-

ide, evaporated perspiration and respiratory

moisture are condensed in a heat exchanger and

evaporated to space, urine is collected in a

plastic bag within the suit, and the astronaut

is fed a low-residue diet prior to flight so he

should not have to defecate. However, simple

as they are, collection, accumulation and storage

of these wastes will become unsatisfactory on

longer flights. Overboard disposal is almost

equally unsatisfactory for a number of rea-

sons-it is wasteful of potentially useful ma-

terials) and it represents a source of contamina-

tion of space by microorganisms. Investiga-

tions are in progress to perfect techniques of

recovery, utilization, and synthesis of water_

oxygen, and even nutritional elements from

metabolic wastes. These techniques may some-

day lead to a truly "closed ecological system"
of a size that can be launched into space.

Medical Selection and Maintenance

It wouhl be an omission (o discuss environ-

mental factors in space flight and their effects
on man without some consideration of the man

himself and the way in which he is selected and

maintained. It is hardly necessary to point out

that we are not dealing with average responses,

but the very particular responses of specific in-
dividuals. The men who have been selected to

participate in manned space flight programs

have been chosen for a variety of attributes, not

the least of which are physical and mental

health, high motivation and intelligence, and

general resistance to stresses and danger. Dur-

ing their training, they are exposed to all of the
in-flight stresses that can be simulated on the

ground, singly and in combination, and their
reactions and responses monitored and evalu-

ated. In effect, an individual baseline is

established, which allows more intelligent inter-

pretation of the effects of space-flight environ-
mental conditions.

CONCLUSION

The intent of this brief resum4 of the known

environmental factors present in space flight

has been to indicate, in a general way, the frame-

work of the medical support aspects of the total
NASA research effort. Medical research ef-

forts in the manned space flight program are

concerned, in many cases, with establishing the

environmental conditions that can be expected

to exist ; in most cases, with establishing or bet-

ter defining man's tolerance levels to these

conditions; and, in some cases, with influencing

hardware design so man is provided with more

than a survivable environment in space. In

these endeavors, NASA has adhered to the con-

cept that the entire national capability should

be regarded as the laboratory for its program.

Accordingly, we have utilized the skills and fa-

cilities of the Atomic Energy Commission, the

Department of Defense, other federal agencies,

the academic world, trod industry, as well as
our own centers. This utilization must be con-

(inued and expanded, in view of the magnitude

of the problems confronting us in attaining the

national goal in space.
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INTRODUCTION

The bioastronautical program of the National

Aeronautics and Space Administration is based

on the classical disciplines of the life sciences as

major areas of research. Since man is a terres-

trial organism, he has been studied almost en-

tirely under this aspect. Itowever_ with his

entry into extraterrestrial space, new conditions

arise which warrant intensive investigation.

Generally, the physiologic research concerns the

fundamental bases of human functions, the de-

termination of man's tolerances, and his protec-

tion against stressful alterations of his biologi-

cal homeostasis. The behavioral studies mainly

deals with manes performance capabilities and
limitations under normal and extreme condi-

tions. In accordance with NASA's mission, the

work in these areas is primarily applied and

supporting in nature; but there is also a need

for basic research. The scope of these investi-

gations reaches from such academic problems as

biologic pattern formation and localization at

the cellular level to the practical application of

cybernetic principles for the monitoring of the

organism and complex systems, communication
and information theory, and orientation and

navigation processes in animals and man. Also

included in this program is the blending of the

disciplines of biology and physics in such fields

as biotechnoiogy and bionics, which are aimed

at the development of improved techniques and

instruments as well as of the acquisition of new

information. The requirements of man in space

necessitate those research efforts, which will re-
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sult in design criteria for various types of
equipment, protective devices, life support, sys-
tems, communication channels, displays, and
controls for space flight and planetary explora-
tions. However, in many ways is the life scien-
tist not yet in _ position to inform the engineer,
which conditions he must produce in order to
accommodate the ma.n or what systems must be
made available for his protection (1). This

paper will describe some of the NASA's efforts
to answer this question. The bioastronautics

program of the NASA will cover a much wider
range of subjects in which the universities can
play a major role.

ment of physiologic functions. Such an instru-
ment package used for the measurement of the
electrical activity of the heart (ECG), blood
pressure, and respiration, and the records ob-
tained are shown in figures 34-1, 34-2, and 34-3.
A suitable restraint system permitted the study
of physiological functions in the aircraft and
on the centrifuge under accelerations of varying

magnitude and directions. This mobile sup-
port and restraint system is shown in figure
34-4.

TABLE 34--I.--Physlologleal Measurements
Under Acceleration

STUDIES OF ACCELERATION STRESS

One of the major research areas associated

with the gravity problem concerns acceleration
effects. The acceleration forces encountered by
the crew of a spacecraft during lift-off depend

mainly on the velocity to be attained and the
booster characteristics, whereas the decelera-

tion stresses during re-entry will vary widely
with the lift-drag ratio of the vehicle. Nu-
merous centrifuge studies have shown that
healthy persons can remain conscious under
sustained negative and positive accelerations in
the main direction of motion--that is, in the
so-called eyeball-in (EBI) and eyeball-out
(EBO) direction but the adequate perform-
ance of control tasks during these stresses
requires more than the maintenance of con-
sciousness. Therefore, the development and
implementation of refined criteria of pilot toler-
ance to these accelerations are essential not only

for the investigations of the physiologic effects
of acceleration but also for the objective evalua-

tion of personnel, protection devices and the
level of performance that can be reasonably ex-
pected of men under acceleration stress (2, 3).

For several years experiments have been con-
ducted by Smedal and cooperators in the human
centrifuge using experienced pilots as test sub-

jects. The studies concerned the three organ

systems most acutely affected by acceleration

stress, namely the circulatory, respiratory, and
visual. The subjects under investigation are

listed in table 34-I. Concommitant to the plan-

ning of these experiments was the development
of adequate instrumentation for the measure-

Circulatory System

1. Electro- and vector-cardiograph.

2. Blood pressure, systolic and diastolic.

3. Arterial pulse wave at eye level (ear pulse),

Respiratory System

1. Tidal and minute volume.

2. Vital capacity.

3. Insplratory pressure.

4. Oxygen up_ke.

5. Carbon dioxide concentration In explrg_d air.

6. Nitrogen concentration in expired air.

7. Functional residual capacity.

Eyes

1. Placedo disc reflection on cornea for distortion.

2. Accommodation ability of eye.

3. Visual fields (subjective).

4. Visual acuity (objective and subjective).

The results of these studies have been pre-

viously published (4, 5). Several interesting
findings were reported. While it was previously
assumed that the EBI orientation could be

better tolerated by the pilot, there is now evi-
dence of a distinct ventilatory advantage to the
EBO direction (see figure 34-5). It was found
that alveolar ventilation and arterial hemo-

globin saturation are severely diminished dur-
ing EBI forces, and that the latter decrement
is progressive. The reduced venous return con-
tributes essentially to the progressive hypoxia

and hypercapnia. The dyspnea in the EBI

direction is caused in part by the hypercapnia ;

but the deflation of the lungs is probably the
main reason of this discomfort.

In contrast, alveolar ventilation and arterial

hemoglobin saturation are essentially normal
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hypoxia which should cause the deteriorations.

I_ thus appears that other factors cause the de-

cline in performance in the EBO force field.

Despite the greater respiratory comfort, EBO

force constitutes a strange experience even to

the seasoned test pilot. _Vhile the main reason

for the decrement of visual tracking seems to
lie in the accumulation of tears on the cornea

(see figure 34-7), it may also result from the
subject's unfamiliar sensations and his concern

about the safety of his restraint.

PHYSIOLOGY OF MEN UNDER CONFINED

CONDITIONS

Several experiments were recently conducted

on the physiology and psychology of men in

confined spaces. They included one 9-man and

two 3-man crews during 3-and-one-half and 7-

day exposures to simulated space flights. The
studies were made at the North American Avi-

FIOURE34--2.

under EBO forces (see figure 34--6). The ear

pulse_ blood pressure, and heart rate data sug-

gest that the cephalic blood flow is certainly

better than under EBI o_entation. However,

tracking performance did not show the supe-

riority to be expected from the physiological
benefits described above. Performance deterio-

rates in both acceleration vectors; and yet the

physiological data suggest that only in EBI
conditions there is that amount of cerebral
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three studies. There were also periods of physi-
cal exercise either programmed at certain inter-
vals or left at liberty to the test subjects. The
Ames capsule is shown in figures 34--8a and 8b.

Although the three experiments varied con-
siderably with regard to their objectives, mis-
sion profiles, and schedules, the results show

some interesting general trends. By and large,
food and water consumption was slightly re-
duced. The two subjects lost about 0.5 kg and
1.0 kg in the Ames study, where the diet was
constant. Greater weight loss due to mild star-
vation and dehydration occurred in the 1VAA
experiment. If a significant loss of weight oc-
curs during a controlled study, the distribution
of change due to tissue metabolized and water
loss can be estimated. For actual space flight
missions it seems necessary that food a_d water

l_a_ 34-6.

l_Gmm 34-7.

ation, Inc., the Martin Marietta Corporation,
and the NASA Ames Research Center (6-8).
The duty cycles varied from a rigid 4-hours-
on, 4-hours-off cycle (Ames) to a more flexible
schedule which included 4 and 8 hours sleep,

respectively, and a 2-hours-on, 1-hour-off duty
program (Matin Marietta) per person. The
following physiological indexes were generally
controlled: (1) Vital signs (ECG, respiration,
pulse, diet, food and water intake, BMR, blood
pressure, body temperature, body wastes) ; (2)
blood analysis (white and red blood cell counts,
hemoglobin, sedimentation rate, total protein,.
albumen, globulin, glucose, total COs, electro-
lites, hematocrit) ; (3) urine analysis (specific
gravity, pH, sodium, potassium, calcium, phos-
phorus, creatinine, epinephrine, nor-epine-
phrine, 17-ketosteriods, and 17-hydroxycorti-
costeroids). In addition, operational tasks and
psychological tests were administered in all

|

\

FZOURE 34-8b.
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intake are programmed daily in accordance with

the subject's baseline requirements.
One of the hazards encountered in forced en-

cumbrance is a diminution of blood volume.

The standard diet in the Ames study during the

4-day period prior to the experiment provided

a near-steady state of sodium excretion. The

fluctuations during the confinement thus indi-

cated changes in extracellular fluid volume;

and an increased excretion of sodium, calcium

and phosphorus were found during the experi-

ment. The calcium mobilization may prove to

be a hazard in space flights of long duration be-

cause of demineralization and the 'high concen-

tration of urinary calcium salts in the renal

tract. Therefore, an increased fluid intake

seems necessary. If the space vehicle is

equipped for the recovery of body fluids, a more

rapid turnover of water will not present a

serious problem.

The evidence of emotional stl_ss was gener-

ally indicated by an increase in catecholamine
and ketosteroid excretion. Results of the Ames

study are given in figure 34-9. The excretion

of all these compounds is particularly high in

one subject during the prior control period,

during which he was engaged in strenuous activ-

ities. Moreover, the overall mood changes as

observed by psychological testing during the

confinement period indicate a distinctly cyclic

iFSUBJECT R __q _

L-_ r--

_ : I F--_ _-, ;-,

2o ,L-

u I SUBJECT SO-

:3_ ta
_E40-

=-_'y___--_ _-'-SUB JE CT R

0__ l I I I I I I I I

-_I 0

i

I
I

I

I

i

i

I 2 $ 4 5 67 e 9 I_--

PRIOR I CONFINEMENT I POST

days

1erave_ 34-9,

rhythm a_d is higMy correlated with the
cwtecholamine data.

In this experiment, the subjects wore lateral
chest electrodes throughout the confinement

period, permitting almost, continuous tape re-

coming of the ECG. Moreover, the subjects

took blood pressure readings at 4-hour intervals.

The only cardiovascular manifestation was a

steadily declining heart rate and blood pres-
sure of Subject R throughout the experiment.

This is entirely consistent with his catechol-

amine excretion and the psychometric data.

The most important result of all three studies is
that the confinement in a small-volume cabin of

9 or 3 men, who are submitted to a simulated

space flight program, poses no serious threat

to well-being and performance. The physio-

logic deterioration observed was of the same
kind as that to be expected from a week's con-

finement to bed. The only symptom of concern
was the excretion of calcium in excess of intake

reported in the Ames study. In the NAA ex-

periment, where the subjects did not physically

exercise, two of them showed 17 = OHCS values

above normal range. The peak of one subject

on the 4th day of confinemen.t, when he con-

sidered terminating the experiment, was 2
standard deviations above his mean. All sub-

jects were fatigued and sleepy as the study

progressed. They experienced rise in blood

pressure and heart, rate upon leaving the c_bin.

In contrast, no such symptons were observed
in ¢he other two studies, which included volun-

tary and programmed body exercises. Even

u.nder zero= G conditions, physical exercise can
minimize demineralization of the skeleton as

well as prevent muscular atrophy. Theoretical

calculations made by King and Mans under

NASA contract provide an indication of the
differences in muscular work for simple move-

ments of the extremities under 1 G and zero = G

conditions (9). The differences range from an

average of approximwtely 5% more to 10 and

15% less muscular work, depending on whether

the gravitational force normally acts to aid or

oppose the movement. The work of accelerat-

ing and decelerating masses of the extremities

during zero= G is the same as under normal con-

ditions, but differences certainly arise when

movements are made in the formerly "vertical"
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plane. Since gravitational forces normally

oppose physical work, the overall metabolic re-

quirements will be reduced accordingly.

PROJECT MERCURY PHYSIOLOGICAL STUDIES

The Project Mercury pro_dded an excellent

opportunity to observe the physiological re-

sponses to space flight. Clinical evaluations of

the astronauts were performed on the ground in

order to (1) determine the fitness of the astro-

naut for flight, (2) provide baseline informa-

tion for the aeromedical flight controllers, (3)

measure any changes which might occnr be-

tween preflight and postflight conditions.

The bioinstnlmentation used in Mercury con-

sists of two ECG leads, respiratory rate sensor,

body _emperature sensor, and a manually or

semi-automatically operated blood-pressure
measuring system. The instrumentation and

the medical and physiological results of the

flights have been described in several reports
(10-13). The studies can be subdivided in the

Project Mercury ballistic and orbi_tal animal

flights employing chimpanzees, the manned sub-

orbital flights (MR-3 and MR-4), and the

manned orbital flights (MA-6, MA-7 and MA-

8). In all eases valuable data were obtMned,

but only those of the manned flights will be

briefly discussed.

Preflight physical examinations were accom-

plished by flight surgeons prior to each mission.

The aeromedical debriefing team, representing

the specialities of internal medicine, neurologT,

ophthahnology, aviation medicine, psychiatry,

radiolo_oT, and clinical laboratory conducted

comprehensive medical examinations including

labyrinthine studies (modified caloric _ests and

balance tests), ECG, EEG, and audiogram.

The findings were ahvays correlated with the

physiological inflight information.

As to the suborbital flights, a number of

changtes were found in body weight, tempera-

ture, respiration, blood pressure, and pulse rate.

Tachycardia and hyper-ventilation occurred

during critical events, such as system checkout

and booster en#ne cutoff at about 6 g. The

pulse rate was sometimes erratic during the

short weightless phase of about 41/.2 minutes in

suborbital flight. The maximum occurred

shortly after the 12 g peak re-entry acceleration.

Respiration reached a high value at affd preced-

ing launch, was normal during weightlessness,

and increased again upon re-entry. ECG traces

showed no si_fifieant abnormalities throughout

tim countdown and flight; deep body tempera-

ture stayed about normal. By and large, the

records of the subod)ital Mercury flights showed

exactly the physiological characteristics of man

under the physical and emotional stress'; which

were known and predictable from human and

animal data under comparable conditions.

The extension of time during the orbital

flights permitted the inclusion of special teSts

and biochemical studies. By and large, the level
of the blood chloride and alkali metals remained

stable. In the MA-6 and MA-7 flights, xylose

tolerance tests were performed t.o measure in-

testinal absorption while the men were weight-

less. In conjunction with these flights, a num-

ber of enzymes systems were Studied to evaluate

variations in muscle or liver activity resulting
from acceleration followed by a weightless per-

iod or from the prolonged immobilization.

Neither the MR-3, MR-4, nor the MR-6 pilot

showed significant_ deviation from normal

transaminase, aldolase or acety]choline activity.

The biochemical analysis included giutamic,

alfa-ketoglutaric, isocitric, malic and lactic de-

hydrogenases, of which only the latter one

showed a consistent and appreciable change.

The lactic acid level was increased in one pilot.

Increments were also found in leucy]amino pep-

tidase activity and in phosphohexose isomerase.

Further studies concern the heat stability of the

enzyme systems, the Michaetis-Menton con-

stants for the enzyme reactions, and the tissues

of origin.

In summax_, it can be stated that all physio-

logical responses during the Mercury orbital

flights were in the acceptable range.s, and that

t,he stresses of space flight were well tolerated.

Although the episodes of high G force were

brief, the extremes were considerable. In spite

of this, the cardiovascular, respiratory and bio-

chemical processes were fully maintained.

Specific_¢lly, the heart response to physical exer-

cise during weightlessness demonstrated reac-
tive cardiovascular functions. Some aberrant

ECG wavefol"ms recorded during countdown

and re-entry reflected the emotional and physi-
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cal stress during these procedures. Analysis of

the inflight records revealed normal sinus

rhythms with short periods of sinus brady-

cardia and arrhythmis (MR-6) ; and some pre-

mature atrial contractions, aberrant QRS com-

plexes, and abnormal be_ts during the 7.5 g

re-entry acceleration (MR-7). No disturbing

symptoms or body sensations were reported dur-

ing weightlessness. Liquid, semi-solid and

solid foods were consumed and digested in

flight. With the exception of the blood pres-

sure meter, all biosensors provided useful data.

The physiological flight records of MA-7 are

plotted in figure 34-10.

LIFE SUPPORT

Experimental and theoretical investigations

are underway to assure the ultimate life support

for the protection of man under extraterrestrial

conditions. This concerns the artificially engi-

neered environment within all sorts of space

vehicles and the human requirements; such

as radiation protection; thermal, waste and

humidity control; the various types of at-

mospheres to be used in spacecraft; and the

preservation of heulth and the prevention of
disease during planetary flights and stay on

other celestial bodies. Attention will be paid

to determining methods of enhancing the capa-

bility for physical and mental work through

nutrition, drugs, exercise, and atmospheric and

general environmental control. Studies of the

logistics problem for spacecraft., spac_ stations,
and lunar and martian outposts will be con-

ducted. The specification of requirements and

design criteri_ for vehicles and shelters will be

based on the results of measurements of the

function of the CNS, endocrine activity, metab-

olism, psychomotor performance, and the gen-

ersl physiology and biochemistry of the body.
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This part of the program will be accomplished

by in-house work and by the monitoring of
grants and contracts with military organiza-
tions, industry, and universities. Some envi-

ronmental control systems already in use and
in the planning stage will be described in an-
other paper of this session.

NEUROPHYSIOLOGY

The neurophysiological studies concern the
functions of the nervous system--in particular
the central nervous system (CNS)--under nor-
mal, simulated and actual flight conditions. Of
paramount importance is the maintenance of
equilibrium and orientation in three-dimen-

sional space. The ability of man and his clo_
r_latives among the vertebrates to maintain
these functions depends on an integrated sen-

sory input, from the vestibular organ, the eyes,
the interoceptors of the muscles, tendons, joints
and viscera, and the exteroceptors of the skin.

Certain parameters of the environmental and

space flight conditions drastically affect man's
ability to maintain equilibrium and spatial ori-
entation. Centrifugal forces modify or reverse
the directional vector of gravity. Linear ac-
celeration may increase enormously, as may an-
gular stimulation. The sensory organs listed
above are unreliable under such conditions. The

very organ, which is designed specifically to
furnish information on spatial orientation, may
malfunction in man while he is in flight. Thus,
with respect to sensory orientation, these laby-
rinthine organs are by no means precision in-
struments.

The use of classical histological methods and
the observation of equilibrium disturbances re-
sulting from operative interference with the
internal ear have in the past. been the two prin-

cipal sources of knowledge concerning the
structure and function of the labyrinth, but the
answers given to various questions vary consid-
erably in their value. The development of elec-
trophysiological techniques and the refinement

in recent years of the ultrastructural analysis

by means of the electron microscope may allow
more precise experimental studies of the cor-
relation of function and structure.

Before considering vestibular impulses in

their bulbar and descending spinal pathways,

a recent study concerning the generation of im-
pulses in the labyrinth must. be mentioned. \Ton
Bekesy's (14) finding of direct current poten-

tials in the cochlea aroused speculation about
the existence of similar labyrinthine potentials.
Such DC potentials were also detected in the
semicircular canal of the guinea pig by Trinker
(15), who measured the potential changes in the
endolymph, surface of the cupula, or side of the
crista during cupular deflection. It seems like-
ly, however, that the effects do not represent
the physicochemical changes in the cupula but

the electrical potentials in the nerve and nerve
endings of the crista. Attempts at differentiat-
ing these effects have failed so far. Great ex-
pectations are brought by the advances of mic-
rochemistry, microphysiology, and physical

chemistry with regard to the excitatory proc-
esses, the generation of the nerve impulse. Quite
apart from a need to understand vestibular
nerve discharges and patterns more adequately
in such terms, the analysis of the vestibular sys-
tem has in the past revealed general biological
principles which were not readily discernible
through the examination of other issues (16).

The neural connections of the vestibular or-

gan consist of numerous chains of neurons,
reciprocally linked in many ways and hax_ing
their synapses in various anatomical nuclei.
All the chains work in intimate collaboration,

and [he final pattern of reflex responses is at-
tributable largely to the highly complex
inte_o-rating activity of the center. The labyrin-
thine function is automatic, carried out in a re-

flex fashion; in other words, mostly below the
level of consciousness. The brain centers

through which the labyinth elicits the various
appropriate muscular reactions of the head,
body, limbs, and eyes--the righting, the post-
ural and the ocular reflexes---represent an intri-

cate mechanism. Before we can hope for a

satisfactory understanding of their functional

organization we will have to know their anat-

omy in more detail. Thus, we are confronted
with a fruitful field for the exploration of basic

mechanisms of neuronal activity. Major ad-

vances during the last years have provided us
with new infol_mation about the neuroanatomy

of the vestibular system (17-fi0).

Vestibular impulses invading the brainstem
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ascend and descend the neuraxis and cross the

midline. It was previously implied that the

vestibular apparatus had only subcortical

projections. Recently, however, it has been

established by means of electrophysiological

methods that the organ is represented by a pro-

ject.ion area in the cerebral cortex of some ani-

mals (21-24). The use of brief electrical
stimulation of the vestibular nerve in order to

elicit a cortical response has been of great value

for the mapping of these areas.

Among a great variety of sensory receptors,
the vestibular ones are capable of evoking the

most widespread somatovisceral effects through-

out the body. Moreover, vestibular effects seem

to be relatively more imperious and less depend-

ent upon the state of readiness of the nervous

system. As a consequence of the extensive dis-

tribution of vestibular effects, there are many

opportunities for central integration. From

the intricate compensatory motor performance

following activation of the vestibular system,

it can be asserted that vestibular activity is

influenced in a delicate and purposeful manner.

Proprioceptive and vestibular systems are both

known to be active in posture and locomotion;

streams of impulses arising from the receptors

in each of these systems must converge to in-

fluence the activity of the final common path.
The state of the motor centers of the spinal cord,

as affected by vestibular stimulation, has been

tested by dorsal root and other sensory input
interventions. These experiments have pro-

vided us with insight into the mechanisms con-

cerned with the vestibular control of spinal re-

flexes (25--32).

It has long been known that the vestibular
apparatus is essential for the development of

motion sickness. Commonplace subjective ex-

perience of nausea relates to visceral changes

mediated through autonomic efferent pathways

and may ultimately involve rhythmic somatic

nerve discharges to skeletal muscles responsible

for retching and vomiting. However, very
little is known about the central nervous mech-

anisms responsible for elaboration of the whole

syndrome. Since the maintenance of vestibular

bombardment for some len_h of time seems es-

sential for the development of motion sickness,

one would presume this to be an instance of

slow temporal summation. Experimental find-

ings demonstrate a powerful effect of temporal
summation upon somatic motor outflow during

vestibular stimulation (33), and not upon para-

sympathetic outflow (34).

The practical implication of these studies are

closely related to physiological effects of weight-
lessness. Based on experimental evidence from

short weightless periods obtained in aircraft it

was concluded that "when the exposure becomes

longer, there may develop minor physiologic

disturbances which, if cumulative or irritating,

may cause or enhance psychiatric symptoms"

(34). Many of the early theories were repudi-

ated or verified by controlled experiments and

casual observations. Although the zero-G con-"

dition per se does not cause spatial disorienta-

tion if visual cues are provided, the astronauts

reported a temporary loss of orientation during

the orbital flight while they were engaged in
activities which diverted their attention, ttow-

ever_ no disturbing sensory inputs were observed

during the weightless period. Violent head
maneuvers within the limited mobility of the

helmet were performed in every direction with-

out symptoms of illusions or vertigo. The sub-

jective sensations of "tumbling forward" after

sustainer engine cutoff reported by the Mercury

astronauts, and Titov's motion sickness attacks_

which were particularly dismaying during head

movements_ were well within the entire range of

psychosomatic experiences already obtained

during aerodynamic trajectories (35). Inter-

estingly enough it now appears that the oto-
lithic output in mammals and man is the differ-

ential quotient of linear acceleration, but unaf-

fected by zero-G. (30, 37).
Of pertinent interest in this connection are

the problems which may be encountered dt_ring

and following long-term exposure to weight-

lessness. Although there is no evidence of

adverse effects on operative behavior, the possi-

bility of biological disturbances on a cellular or

sub-cellular level, which may cause a deteriora-

tion of the somatic basis, has been repeatedly

stressed (38). Whether effects of this sort. will

occur or whether the organism will be abl_ to

adapt is still an open question. Since motion

sensitivity based on vestibular stimulation is

highly different among individuals, the selec-
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tion of astronauts is not only necessary but may

also solve the problem of agravic vestibular dis-
turbance. Reports from the MA-8 and Vostok
III and IV flights seem to support this assump-
tion. Moreover, experiments are being made in
the slow rotation room at the Naval School of

Aviation Medicine to stu_ly the Coriolis effects
which arise when "artificial gravity" is pro-

duced by angular acceleration. Since man can
adapt to wave motion on shipboard within a few
days, a similar process may be expected to occur
in case of long-term weightlessness (39).

Another subject under study is the amount of
sensory deprivation associated with space flight.
In experiments on _nsory deprivation, pain,

and personality relationships conducted at the
Republic Aviation Corporation under NASA
contract, highly significant differences in sen-
sory deprivation tolerance were found between
subjects, who endured pain of various degrees.
In addition, differences in response were appar-
ent between different test populations. Unlike
other reports, hallucinations were infrequent,
which may be due to careful avoidance of sug-
gestions by the experimenters. These experi-
ments will be supplemented by a study--under
another NASA sponsorship--of the psycho-
physiology of stress, motivation and condition-

ing by means of a sophisticated comple x test
battery. Up to 14 channels of physiologic, psy-
chologic and environmental functions will be
recorded simultaneously under normal and ab-
normal environmental conditions. Physiologic
patterns of the basic deprivation states such as
hunger, thirst, fatigue, and sleep deprivation
and their relief will be studied in order to de-

velop the means for objective description of
motivation and learning inherent in these psy-
chophysiological response patterns. This re-
search is supplemented by electroencephalog-
raphic studies through grants and contracts;
but in-house competence in this field will also be
established.

BEHAVIORAL STUDIES

The behavorial studies within NASA con-

cern man's ability to perform a wide variety of
tasks required in space system operation.

Figure 34-11 presents a concept of man's role

in system operation. The viewpoint is that man

===

Fze_,E 34-11.

is essentially a handler of information. First,
he collects information concerning the vehicle
and the environment, usually from sources

within the vehicle itself, such as his instru-
ments and the radio and occasionally directly

from the environment, simply by looking out
the window. Second, he processes this informa-
tion in various ways, combining data from vari-
ous sources, inqluding his own memory, accord-
ing to formulae which are typically complex
and largely the products of his training and
experience. Such judgments form the basis
of various activities, overt and covert, such as
exerting direct control over vehicle outputs,
modifying automatic control system action
where appropriate, reprogramming data proc-

essing equipment, or simply allowing the sys-
tem to continue to function as before.

There are numerous features related to the

hardware design, the immediate physical en-
vironment, and events of the mission, which can
influence the types of performance listed above.

Examples of those which are of interest to mis-
sion performance are listed below. Individual
psychological adjustment to mission conditions
is of concern. For example, conditions which
threaten performance in some aspect of the mis-
sion may produce anxiety. At the extreme,
personal danger may evoke fear. Moreover,
poor interpersonal relationships may develop
among crew members, especially on trips of long
duration. Confinement within a small crew

compartment for long periods of time will be
detrimental, in that movement is restricted and
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the variety of sensory inputs are reduced.
Finally, overly difficult task performance may
be demanded. As examples of this at a gross
level, required on-duty periods may be exces-

sive, or specific task performances may be re-
quired which are simply beyond man's capabili-
ties. For instance, unreasonable requirements

for sensory discriminations may be imposed, or
specific task sequences may be such that the op-
erator's information receiving, processing and

control capabilities may be exceeded.

formation concerning man's fundamental cap-
abilities in these categories of activities, t.he laws
governing his learning and retention of these
skills under space flight conditions. This in-
volves investigations of the compatibili_ty of
present and proposed assemblages of man and
equipment within the particular environmental
and operational conditions of the mission, the
selection of personnel in accordance with mis-

sion requirements, and the development of ap-
propriate training procedures.

TABLE 34-II.--Research Areas PILOT CONTROL OF AEROSPACE CRAFT

1. Visual perception.

2. Auditory perception.

3. Intellectual skills.

4. Skilled motor performance.

5. Personnel selection.

6. Personnel training.

7. Man-machine interaction in mission task perform-

ance.

To attack these problems, the research areas
shown in Table 34-II have been recognized.
The first 4 areas involve the development of

basic information concerning man's capabilities
in vision, audition, intellectual skills and skilled
motor performance. We need to have more in-

The controlability of certain types of aSrcraft,
which operate at the fringe of space, has been
studied mainly by means of dynamic and fixed-
base simulators. Representative of such studies
are the X-15 and Project Mercury ground-based
studies and the assessment of critical problem
areas of the supersonic transport. Some of
the simulators include the Mercury Procedures

Trainer (figure 34-12) and tlm Johnsvil]e
centrifuge, which have been used to study atti-

tude control problems during orbit, retrofire,

and re-entry. In addition, the Air-Lubricated,

Free-Attitude (ALFA) Simulator (figure 34-

|
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13) has been used to investigate the ability of

the pilot to control precisely during retrofire,

and the Multiple-Axis Test Facility

(MASTIF) has been employed to determine

the abili_ty of the astronaut to recover from

tumbling.

In order to assess the capabilities and limita-

tions of the human pilot or astronaut as a pri-

mary element in the control loop of advanced

vehicles, NASA has conducted a number of re-

search investigations (40-42) to obtain funda-
mental performance measures on piIot-vehmle

systems. These measures have included:

1. Pilot physiological responses in various
stress environments.

9. Pilot-vehicle performance in simulated
control tasks.

3. Pilot opinion, reflecting a subjective meas-

ure of piJot-vehicle compatibility.

4. Pilot dynamic response, or transfer
function.

The first item--physiological response--has

been touched upon in previous sections of the

discussion. The second measure--pilot-vehicle

performance--is fairly straightforward and re-

fers to quantitative measures of the ability of

the pilots to perform simulated control tasks,

e.g., atmosphere entries, orbital injections, etc.

The third item--pilot opinion--is really a sub-

ject.ive measure of pilot-vehicle suitability and

has been the primary measure used in so-called

vehicle handling qualities studies. Ratings

from 1 to 10 describe various degrees of accept-

ability of the vehicle, ranging from satisfac-

tory to completely unacceptable or catastrophic.

The last item--pilot transfer function meas-

ures--is probably the least known and under-

stood measure, and I would like to spend a

minute or two describing what a pilot transfer
function is and some of the results we have

obtained.

Perhaps the best way to describe a pilot trans-

fer function is to refer to the simplified block

diagram of a closed-loop, pilot-vehicle system

shown in figure 34-14. The control task pic-

tured here is a simple one-dimensional tr_cki_g
task where :

0Jr) is the command signal or forcing func-

tion,

_(t) is the error signal or pilot stimulus dis-

played visually to the pilot,
_(t) is the pilot control output,

0(t) is the vehicle response.

The pilots' transfer function _ relates the

pilots' control output 5(t) to his stimulus _(t) by

the equation shown,

Yp=_=Kpe-"(1 + TLS), where

Kp is the pilot static gain,

r is the visual reaction time,
TL is a first-order lead term which indicates

the degree of error-rate information

utilized by the pilot, and

s is the Laplace transform operator

It should be noted that the linearized pilot

transfer function shown here has been simpli-

fied for the present discussion.
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Actually, the human pilot is a remarkably

adaptive non-linear controller, who constantly

changes his response characteristics to main-

tain good performance as the characteristics

of the command signal or vehMe characteristics

change. However, the linear model shown has

provided useful results.

For example, in one study the human pilot

transfer-function parameters Kp and TL have

been related quantitatively to pilot opinion of a

wide range of vehicle characteristics ranging

from satisfactory to unacceptable. These re-

sults have been applied in recent studies to

predict pilot-vehicle control problems with con-
siderable success.

In other studies directed toward human pilot

control capabilities in various stress environ-

ments, e.g., high linear accelerations associated

with atmospheric re-entries, we have measured

the pilots' control task performance deteriora-

tion at high accelerations and related this to

significant changes in the pilots' transfer-func-
tion characteristics.

These encouraging results have provided us
with considerable incentive for follow-on

studies in which we hope to obtain still more

basic information on human pilot control char-

acteristics. It is anticipated that these studies

will lead to a more rational approach to the

problem of optimizing advanced pilot-vehicle

systems. The newest flight simulator employed

for Apollo navigation studies is shown in figure

34-15.

I_G_ 34-15.

ASTRONAUT PERFORMANCE

The philosophy described above has already

paid off in the X-15 and Mercury program,

where the pilot had to operate the spacecraft

under various flight conditions. Main empha-

sis was placed toward maintaining the capabil-

ity of the man to perform under high accelera-

tions and weightlessness with about the same

proficiency demonstrated under normal condi-

tions. The validity of two major prerequisites

has been established; namely, the test pilot

criterion of the selection battery, and the exten-

sive and elaborate conditioning process during

the training period. The results of the flights

indicate that the astronauts were able to per-

form the space-flight functions not only withir_

the performance levels demonstrated on the

centrifuge, in the aircraft, and the fixed-base

trainers on the ground, but also within the

tolerances required for the successful comple-

tion of the mission. The centrifuge training

provided valuable experience for the launch

and re-entry periods. The weightless flights
in the aircraft were valuable as a confidence-

building maneuver. The fixed-base procedure

training provided an accurate simulation of the

vehicle dynamics and flight program. By giv-

ing the pilot a major role in system operation,

the most rapid and effective attainment of ad-

vanced missions is possible. His capability of

corrective measures beyond those practiced in

the training process can be extrapolated to the

design and operational philosophy for highly

complex multistage missions of the future.

Furthermore, the pilots have demonstrated

their ability to operate scientific instruments

and to obtain useful data, which lends credence

to the scientific mission assignment of Gemini,

the Earth-Orbiting Manned Laboratory, and

Apollo.

Finally, it is worthwhile stating that non_

of the original seven astronauts has failed or

was eliminated from the program for psycho-

logical reasons. Their performance seems to

justify the selection of highly experienced, ma-

ture professionals and the rigorous training

program employed so far (10-13, 43). It
should also be mentioned in this connection that
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the select ion and training procedure of the Rus-

sian cosmonauts is basically very similar to that

of Pro iect Mercury.
In conclusion, it must be stated that the role

of basic theory will become increasingly im-

port:ant as the NASA man-in-space program

develops. In the design of advanced vehicles it

is essential to provide for optimization and re-

liability. The quantitative aspects of the ma-

chine system are usually well-known on the basis

of existing engineering knowledge. In order to

optimize the performance of the entire system,

it is necessary to succeed in the quantification of

operator proficiency. Systematic analysis of

this problem can only proceed on the basis of a

mathematical theory of the human operator.

This will allow not only the deduction of human
transfer functions for the control of spacecraft,

but also the accurate description of the whole

man-maehine-_'stem complex.
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35.Bioengineering
By Richard S. Johnston

R_c_Arm S. JOHNSTO_ /S Associate Chief, Crew Systems Division, NASA

Manned Spacecraft Center. He received his B.S. from the University of

Maryland_ 19_5. He has been connected with Project Mercury since its incep-
tion in 1958. Mr. Johnston has worked with the evaluation and development

of air purification system_ and che_icals which produce oxygen/or breathing

apparatus. He supervised development o/ the life support system o/ the

Project Mercury spacecraft; this includes the pressure suit_ spacecraft environ-

mental system, and the restraint system.

INTRODUCTION

Bioengineering is a relatively new field that

has emerged as a major area of importance with

the era of manned space flight. Basically_ the

bioengineering deals with the application of

engineering principles to provide life-support

and crew systems to meet the physiological

requirements of aerospace flight. During

World War II, with the advent of aircraft

flights at altitudes above 20,000 feet_ bioen-

gineering was given birth. The development
and use of breathing-oxygen systems was one

of the major contributions during this period.

As aircraft performance increased during the

late and postwar era, additional protective sys-

tems were developed that required the combined

talents of the biologist and engineer. Ex-

amples of this are: anti-"G" protective systems

required by high-speed aircraft maneuvers_

ejection seats for escape from jet aircra_, and

full pressure suits to provide decompression for

flight at altitudes above 40,000 feet. As we

proceed into the manned space flight projects,

the bioengineer is faced with an ever increasing,

more complex challenge to provide space crew-

men with systems and equipment that will meet

the complete life-support requirement. The
purpose of this paper is to better describe

the role of the bioengineer in our manned space

flight programs, to trace the evolution of cur-

rent and future life-support requirements, and

to define some of our research goals for the next

5 years.

FUNCTIONS OF THE BIOENGINEER

The discussion of the functions of the bio-

engineer begins with a review of the factors

relating to manned space flight. Figure 35-1
shows these various factors. The life-support

requirements of manned space flight include an

atmosphere at a satisfactory pressure and com-

position to maintain blood-oxygen levels, ade-

quate breathing oxygen supplies, and food and

water. The metabolic products of carbon di-

oxide, heat, and water must be controlled to

maintain a livable environment. Systems must

LIFE SUPPORT PRODUCTS OF

_ENTS .;_ METABOLISM

__ _ URIN[
F[rcE$ J

............ FLIGHT STRESSES

gCCELERATION ---

- RADIATION

WEIGHTU[$$N ESS

- ISOLATION

- VIBRATION

HEATING

FIGURE 85-1.--Bioengineering factors in manned space

flight.
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FIGVgE 35-2.--Fields of bioengineering.

be provided for collecting, storing, and treating
human body wastes. The flight stresses further
complicate the maintenance of the life-support

cycle. Adequate protective systems for these
factors must be devised. These flight stresses
span straightforward developmental problems,
complex emergency problems, and rather unpre-
dictable situations and areas of the unknown or
undefined.

With this definition of the bioengineering

requirement, what disciplines are needed and
how are they used ? Figure 35-9 gives a simpli-
fied breakdown of the utilization of physical
and biological specialists, engineers, and scien-
tific talents in the bioengineering field. It
should be stressed that a clear line between engi-
neer and biologist does not exist. The engineer
must have an understanding of physiology, and

the biologist must have some knowledge of engi-
neering. From this figure, it can be seen that

th_ mechanical engineer works with the design
of many life-support, systems ; the electrical en-
gineer works in atmospheric instrumentation,
bioinstrumentation, and dosimetry. The chem-

ist or chemical engineer is involved in the de-

velopment of environmental control systems
since these systems can be thought of as chem-
ical treatment plants. Physicists and mathema-
ticians work in the areas of radiation protection
and, with the engineer, are involved in conduct-
ing parametric studies for various life-support
systems. The physician, physiologist, psychol-

ogist, and bacteriologist provide the system re-
quirements and assist in the validation of sys-
tem designs.

SYSTEMS DEVELOPMENT

The efforts of the bioengineer can best be
shown by a review of the development of several
life-support systems. The design requirements
that exist for these systems are shown in figure
35-3. The prime design requirement for all
spacecraft systems is to provide the necessary
equipment in the minimum volume with the
minimum weight. System reliability must be
provided. As the mission time increases, sys-
tems must be devised to allow the crewmen to

trouble-shoot malfunctions and to make in-

flight system repairs. The systems must have

the capability of withstanding both the natur-
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l_GuP_ 35-3.--Life support design requirements.

ally occurring or induced environmental con-
ditions of space flight, that is, vacuum, accelera-
tion, heat, vibration, etc. And last, the systems
must be devised to integrate with other space-

craft systems to allow usage of common supplies
and to serve dual purposes.

ENVIRONMENTAL CONTROL SYSTEMS

Three types of environmental control systems
are described to show the evolution of design
and the integration of various components as
mission durations increase.

Mercury

The Mercury environmental control system is
shown in figure 35-4. k closed-type en_iron-
mental system was selected in Mercury to con-
serve oxygen and thus reduce the oxygen-supply
weight and volume required by the open-type
aircraft system. The astronaut wears a full
pressure suit at all times for emergency decom-
pression protection. Both the cabin and suit
pressures are maintained at 5 psia with oxygen.
Oxygen is forced into the pressure suit at a

torso connection by a battery-powered electric
blower. In the suit, body cooling takes place,

oxygen is consumed, and a gas mixture of car-
bon dioxide, water vapor, and oxygen is pro-
duced. This mixture leaves the suit by a helmet

connection and enters a physiochemical treat-
ment cycle. Odors are removed by activated
charcoal; carbon dioxide is removed by chemi-
cal absorption with lithium hydroxide (LiOH),
and heat is removed by a water-evaporative heat
exchanger. The water vapor condensed in the
heat exchanger is removed by mechanical water

separation. Oxygen pressure is maintained in
the pressure suit by a demand regulator that
meters oxygen from a 7,500-psi oxygen supply.

::fiG .......-!

r.....
1 2:------

c

PRESSURESUIT:
WORN CONTINUALLY
DECOMPRESSION

PROTECTION

FOOD:
TUBE& SOLID TYPE

HEAT

ov=o.y I .,,-,o,
Hz0 I

WASTEMANAGEMENT:
URINE COLLECTION
LOW RESIDUEDIET

BIO.INSTRUMENTATION:
FLIGHT SAFETY
DRINKINGWATERSTORED

FIGURE 35-4.--Mercury life support system.
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The operating time for this system is dependent
upon the system consumables: oxygen, coolant
water, LiOtI absorbent, and electrical power.
Food is provided in Project Mercur 5, mainly as
a research experiment to study eating in weight-
less flight. Waste management is accomplished.
by a urine collection device worn in the pressure
suit. Fecal waste production is controlled by
the use of a special low-residue diet prior to
flight. Bioinstrumentation is provided for
flight-safety monitoring. The biosensors are
worn under the suit continuously. Drinking
water is provided from a stored supply.

Apollo

The Apollo-type system shown in figure 35-5
can be considered as the next generation of en-
vironmental control systems. It is basically a

closed system which provides a normal "shirt-
sleeve" cabin environment with provisions for

pressure suit operation during critical flight
periods where the decompression hazard is most
serious. The 14-day mission requirements al-
low usage of a modified Mercury environmental
control system cycle. Major design changes are
made for storing and using the system con-
sumables. System weight trade-off studies
showed that more complex regenerative-type
systems were not justified for Apollo. Oxygen
is stored in the super-critical state to supply
both the environmental control system and the

electrical power producing fuel cell. Heat is
removed from the system by a coolant loop con-
nected to a space radiator. Water condensed
in the system cycle is collected and stored to

l_om_ 35--5.--Apollo type life support system.

provide additional cooling during high-heating
periods in the flight. This water is fed into an
evaporative heat exchanger system to provide
increased cooling capacity. A catalytic burner
has been added to the system to control the

build up of trace contaminate gases. Drinking
water is produced in the fuel cell. Pressure
suits are provided for use in the spacecraft and
to permit manned exploration of the lunar sur-
face. Food is stored in the freeze dried con-
dition to eliminate the need for refrigeration.

The food is reconstituted by adding a measured
quantity of water to the food packets. This
water also is provided by the fuel cell. Body
wastes are collected and stored. System trade-
off studies indicated that reclamation of urine

and fecal material is not justified from a weight-

power consideration for this mission.
Bioinstrumentation is provided for flight-

safety monitoring, primarily in the early earth-
orbiting Apollo flights. As crew validation for
14-day weightless flight is accomplished, this
bloinstrumentation requirement will be re-
duced. In later flights, monitoring will be
accomplished by the crew with simple clinical
devices.

In addition to this life-support equipment
for the Apollo spacecraft, a system similar to

the Mercury system is being developed as a
back-pack to support extra-vehicular space suit
operation. This system is extremely light_
completely self-contained, and provides several
hours of lunar operation.

Space Station

The next system, shown in figure 35-6, is
proposed for a multiman space station currently
being studied by the Manned Spacecraft Center.
The basic Mercury-Apollo cycle is still utilized

in the system design. Space radiators would
be used for cooling the space-station cabin and
equipment. The duration of space-station op-
eration now makes it feasible from a weight-
volume consideration to utilize a method of

regenerating oxygen from carbon dioxide. In

the system shown, carbon dioxide would be re-
moved by a molecular sieve and transferred to
a CO., reclamation unit. In this unit, the CO_

would be reduced by H2 to form carbon and
water. The carbon would be dumped over-
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board. The water would be fed into an elec-

trolysis unit where hydrogen and oxygen are

formed. The oxygen would be fed back into

the cabin, and the hydrogen would be mused to
reduce more of the CO2. Water collected from

sweat and urine would be reclaimed and used as

drinking water and the excess would be fed into
the electrolysis unit to produce additional oxy-

gen. Stored supplies of oxygen and nitrogen

would be carried to maintain a satisfactory

cabin pressure and mixture. For flights of

several months, it is currently felt that a two-

gas system will be required. Food would still
be carried in the freeze-dried fol1_n or in other

similar packages. Solid waste would be col-

lected, dehydrated, and stored. Bioinstru-

mentation as we know it today for flight safety

monitoring would be eliminated. Clinical-

type measurements would be made by the crew-

men and transmitted by voice to earth. Studies

are currently under way to develop system

components for evaluating this type system by
the end of 1964.

From the description of these three systems,

the evolution of design leading to a completely

closed ecological system becomes apparent.

The Mercury and Apollo systems are being de-
veloped with current state-of-the-art compo-

nents. The space-station system requires ex-

tensive developmental efforts and a dynamic

evaluation program.

CREW SYSTEMS

One other major area in bioengineering that

should be considered is the development of crew

systems. This includes pressure suits, restraint

and support systems, survival equipment, escape

systems and the integration of this hardware

into the crew stations. The development of

crew systems requires many talents_ that is, me-

chanical engineering, textile technology, physi-

ology, and human engineering. The two most

difficult design tasks other than meeting the per-

formance requirements are satisfying the crew

with personal equipment and integrating this

equipment into the spacecraft. Pressure suits

are the prime example of these problems. The

suits first, must be designed to provide a com-

fortable garment which will be easy to don and

which will provide mobility when pressurized.

The suit must be compatible with the environ-

mental control system, contain a minimum of

connectors for communications, bioinstrumen-

ration, and other services. Integrating the suit

with the spacecraft is complicated by the need

for simple ingress, adjustments for comfort and

mobility, and rapid egress during emergencies

following earth landing. The Mercury pres-
sure suit has been described in reference 1. This

is a continuous-wear suit which requires only

arm and shoulder mobility.

The development of the Gemini pressure suit

presents a new spectrum of design problems.

The mission time in Gemini may extend to 14

days. The cabin volume does not allow suffi-
cient room for the astronaut to remove or don

the complete pressure suit and, therefore, the
suit must be worn at all times. To provide a

measure of crew comfort, a partial-wear suit

shown in figure 35-7 is being evaluated for

possible use in Gemini. The suit is designed

so that for comfort the arm, leg, and helmet

sections can be removed during normal flight

periods. During critical flight periods, these

components would be attached to the suit to

provide decompression protection. Provision

for waste collection are provided in these suits:

So far the Apollo suit has been the most

difficult to develop. This suit must be compat-

ible with the Apollo command ]nodule and the

lunar excursion module and also provide suffi-

cient mobility, thermal protection, and dura-

bility for manned lunar exploration. The suit

shown in figure 35-8 affords excellent mobility

and, from preliminary studies, appears prom-
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FmURE 35-7.--Partial wear concept suit.

]sing. The astronaut can convert this vehicu-

lar-type space suit for extra-vehicular lunar

operations by donning a super insulation cover-

all and connecting a self-contained environmen-
tal control system. Other concepts with inte-

gral insulations are being developed for
evaluation.

The Project Mercury support and restraint

system has also been described in reference 1.

The support- and restralnt-system requirement

for Gemini differs from that for the Mercury

system in that it must also provide support and

restraint during ejection-seat operation_ that

is_ provide adequate body positioning during

catapult thrust and preclude flailing of arms

420

FIGu_ 35-8.--Bellows design suit.

and legs when the seated man is exposed to

tumbling and wind blast after ejection. The

Apollo support- and restraint-system require-

ment is identical to that of Mercury. The solid

couch performs its function well ; however_ "in-

house" development of net couches capable of

being stowed is going on at a rapid pace (fig.

35-9). Successful completion of this work will
relieve the volumetric constraints within the

spacecraft. A continuous and basic complica-

tion in this area of crew-system design is the

factors of integration. There must be complete

and simple compatibility between the space

suit, the support and restraint system_ the
various disconnects between the spacecraft



FiGtriiE 35-9.--Net couch-restraint system developed for

human centrifuge tests.

environmental control systems and the portable
life-support system, the water and waste man-
agement system, the drinking water and food
systems, and any other on-board system that

requires the attention of the astronaut. These
compatibilities must be available when the suit
is unpressurized or pressurized. Careful at-
tention to detailed design and development of
desired components and a similar order of care
in the over-all integration problems is the only
successful method of providing the astronaut
with a work station within which he can per-

form his important and vital job.

RESEARCHAND DEVELOPMENT REQUIREMENTS

A summary of research and development re-

quirements is presented in figure 35-10. This

B;OeNGINeERING

summary does not reflect official NASA sched-
ules or projects but is included to give perspec-

tive to the future bioengineering research and
development requirements for manned space
flight.

In the next 5 years, research is needed to de-
velop methods for removing carbon dioxide and
processes for recovering oxygen from CO,.
This research effort should be directed toward

developing with reliable, low weight com-

ponents requiring minimum power. This work

should encompass basic research into new con-

ceptual methods as well as applied research for
current state-of-the-art concepts. Lightweight

low-power blowers are needed with operating
lives of a year or more. New methods are

needed for testing the reliability since current
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methods become impractical, economically_
with the flight duration involved. New ap-
proaches to improving a thermal control sys-
tem are required. For example, the problems
of thermal control on the lunar surfa_ need

better resolut.ion. Atmospheric instrumenta-

tion is an area which also requires additional
research and development. Satisfactory
methods of measuring partial pressures of
nitrogen, oxygen, and carbon dioxide for ex-
tended flights are currently not available. In
addition, similar instrumentation is required
for monitoring trace gas and particulate con-
tamination of on-board atmospheres.

Pressure suit research is receiving a major
share of our current research funds. All cur-

rent suit development utilizes soft suit con-
cepts and studies are required to determine
whether other types are required. All suit de-
velopment projects are based on the required

tasks to be performed; therefore, research and

evaluation of crew tasks in free space and in

planetary exploration are needed to bring suit

development into proper focus.

Research is required in food and waste

management systems to provide methods of

control and synthesis of food products.
These problems, as presented_ are not new or

unique as stated in this paper. They have been
put forth to establish a logic in life-support
systems development.

CONCLUDING REMARKS

This paper has presented a definition of bio-
engineering and has attempted to define the
functions of the bioengineer in our manned
space flight programs. The complexity in the
evolution of life support systems was presented
and a limited research requirement was out-
lined.

In conclusion, bioengineering is emerging as
one of the major fields of effort in the space era.
To meet this challenge and to provide the skills
required, some thought should be given in

planning curriculum to establish a course of in-
struction in bioengineering. The course could
combine basic engineering with some training
in physiology. Graduates with such a back-
ground are needed and required by our space

programs.
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The question of where, how, and when did
life arise is as fundamental a question as man
can a.sk. An examination of the large number
of extruterrestrial bodies in the universe, whose
physical relationship to their respective suns
should provide them with environments in
which life could have arisen, certainly must

lead us to question the uniqueness of life on
Earth. According to 0parin (Ref. 1)

• . . Consequently, the origin of life is not a "fortu-

nate," extremely improbable event, but quite a regular

phenomenon subject to a deep scientific analysis and

all-round study. It is obvious that there must be

numerous inhabited planets in the Universe and, in

particular, in our Galaxy. This quite indisputable

assertion, however, is based on considerations of a

general nature and must be confirmed in each concrete

case by an examination of the actual conditions which

prevail on the cosmic bodies accessible to investigation

by the methods of modern science.

A broad definition of exobiology could be the
detection and study of extraterrestrial life, and
its impact on the origin and evolution of life on

Earth and elsewhere in the universe. Life, of

course, is an extremely difficult thing to define,

but perhaps a working definition for our pur-
poses could be any self-replicating, metaboliz-

ing system capable of mutation.

Life on Earth (the only life we know at

present) has certain unifying characteristics,

particularly in its chemistry. For example,
compounds, such as the nucleic acids (the hered-
itary material), and the proteins are found in

all living things. With the advent of space
vehicles capable of reaching the planets of our
solar system with instrumented payloads de-

signed to detect the presence of life, we now are
nearing the capability of determining whether
or not life as we know it is unique, or whether

the remarkable sequence of events (chemical

evolution) leading up to the first living system
has occurred elsewhere. We will know whether

or not the nucleic acids and proteins or the car-

bon-based chemistry common to all life on
Earth is a universal factor or not. It is con-

ceivable (although unlikely) that some extra-

terrestrial life is based on a system of chemistry

we have never experienced and may even have

difficulty identifying. If this should prove to

be the case, we have the exciting prospect of a

totally new science of biology and biochemistry.

Biology, unlike most of the physical sciences,
is lacking in universal principles, because of its

rrestriction to the planet Earth. Perhaps the

nearest thing to a universal biological principle

is that of Darwin's theory of evolution through
the natural selection of random hereditary

fluctuations. A discovery of extraterrestrial
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life would determine the universality of this and
perhaps other concepts.

Since life on extraterrestrial bodies should

be randomly distributed with respect to its
placement in evolutionary history, we may con-

template its ultimate detection in all stages of
development. The possibilities are as follows:
(1) We may find a "protolife" in which chem-
ical evolution has proceeded to a point where
the necessary precursor molecules (e.g., amino
acids, fatty acids, etc.) are present in detect-
able amounts, under environmental conditions
(proper inorganic constituents, simple hydro-

carbons, reducing atmosphere and energy
sources) conducive to the continuing production

of these and more complex molecules. (2) We
may find primitive life--where the above mole-
cules have been organized within the confines of

selectively permeable membrane in such a way
that they now constitute a self-replicating, mu-
tating system. (3) We may find diversified
life--where various metabolic pathways have
evolved in multi-cellular organisms of different
degrees of complexity. (4) We may find in-
telligent life. (5) We may find evidence of a
once-living culture, now extinct. (6) We may
find evidence of life or "protolife" in which the

characteristic compounds are only slightly (but
significantly) different from our own, or in
which alternate metabolic pathways and en-
ergy-converting systems have evolved. (7)
We may find evidence of life which is chem-
ically completely different from our own. (8)
We may find no indications of life at all.

Of immediate concern to us, of course, is the

detection and study of extraterrestrial life in
our own solar system, since our space vehicle
program will give us the capability of explor-
ing our own planets long before those of other

solar systems. Within our own solar system,
the planet Mars apparently has the only en-
vironment at all suitable for the evolution of

life as we know it, and as a result, Mars will

probably be the first to be explored in this con-
text. Even Mars, however, has an environment

which will be extremely hostile to any terres-

trial life. The diurnal temperature extremes

(as much as -100 ° C to +30 ° C) and the ap-

parent very low moisture content on Mars (ref.

2) present the most formidable difficulties. It

is likely that living organisms from Earth
(bacterial spores for example) can survive this
environment, but it is difficult to see how they
could multiply and grow. If life does exist
on Mars and if it has evolved in a fashion simi-

lar to that on Earth, it must be very different
(at least morphologically and biochemically)
from life on Earth. It must have evolved with

great water-conserving capabilities or with
greatly reduced water requirements, since it is
impossible for carbon-based life to have arisen
without water. It must have evolved the ca-

pability of utilizing the short periods of warmth

for metabolism, then quickly converting to a
freezing situation at night. It may have
evolved radiation protection mechanisms since
the ultraviolet flux on Mars is probably quite

high due to the absence of oxygen, and an
atmospheric ozone layer as a shield. Therefore,
in order to hope to study llfe on Mars and else-
where, we must be prepared to look for some-
thing quite unfamiliar to us, and under con-
ditions of great difficulty, at least at first.

The NASA exobiology program then may be
considered in several different ways.

The first consists of laboratory studies on the
chemistry of formation of biologically signifi-

cant molecules under conditions that may have
prevailed on the primitive Earth or some other
likely planet. Conditions on the primitive

Earth were undoubtedly quite different from
now, and at some time in history must have been
suitable for the bio-organic synthesis which ulti-
mately led to the first living system. In the
laboratory we can simulate these and many

other theoretically primitive conditions and ap-
ply a suitable form of energy (ultraviolet light,
electrical discharge, microwave, ultrasonic, heat,

etc.) _o various mixtures of gases (ammonia,
water, methane, carbon dioxide, hydrogen, etc.)
in the absence of oxygen, and determine what
sorts of compounds will be formed under these

conditions. Many different combinations of

gases and energies have been used (refs. 3-8)

with always the same remarkable result.. No

matter what form of energy is used in a mix-

ture of primitive gases in a reducing atmos-

phere, biologically important organic molecules

are always formed in significant amounts, par-

ticularly the amino acid building blocks of pro-
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teins. Recent unpublished data indicate that
other compounds (purines, pyrimidines, fatty
acids, etc.) of great biological significance are
also formed under these conditions, although in
smaller amounts. It seems that very early in the
history (perhaps even during the formation)
of any planet physically similar to the Earth,
it would be inevitable that these compounds and
subsequent chemical evolution would occur. It

has also been demonstrated (ref. 9) in the l_b-
oratory that once such compounds as amino
acids are present in sufficient quantity, and
energy is applied (in the form of heat.) under
the proper conditions, polymerization takes

place with the formation of larger molecules
including "proteinoids" (protein-like com-

pounds). Here again there is evidence (un-
published data) of other highly significant mol-
ecules being formed at the same time, including
some of the components (purines and pyrimi-
dines) of the DNA molecule which is our he-

reditary unit. Interestingly enough, this same

synthetic protein, upon further treatment (ref.
10), will condense and become structuxed in the

form of microspheres with many of the char-
acteristics of cells.

The above sequence of events is not necessar-

ily what happened on Earth or anywhere else
in the universe--the picture is, of course, much
more complex than indicated here ; however, this

type of research is gradually filling in gaps in
our knowledge of chemical evolution and sug-
gests pathways along which life could have
arisen somewhere in the universe. The ultimate

answer and complete story may be very near or
quite far in the future. Discovery of a extra-
terrestrial life at an earlier stage of evolution
than appears on Earth could do much to answer

some of the questions associated with the origin

of life on Earth, where it is already too late to
determine by any but indirect means how life

arose and evolved. The pathways of chemical

evolution are probably almost entirely oblit-

erated by subsequent life, since the very mate-
rials which give rise to life become "food" for

life and thus a disappearing substrate. This is
true also because physical conditions on the

present Earth are such that the syntheses pos-

sible on a primitive body are no longer possible

(because of the presence of oxygen) except per-

haps in very special locations (such as areas of
volcanic activity where reducing conditions
persist).

The second phase of the NASA program is
thus the detection and sbudy of extraterrestrial

life, with the first object of study probably be-
ing the planet Mars, although the Moon, Venus_
and Jupiter are not without possible biological
significance. Preliminary investigations of the
Moon, Venus, and Jupiter will be confined to

physical determinations which have special bio-
logical significance. For example, although we
probably do not expect to find life per se on
the Moon s the lack of an oxidizing atmopshere
may be conducive to the long-term preservation

of any material impacting the Moon from space
(ref. 11). Therefore, an organic as well as in-

organic analysis of the lunar surface to some
depth is contemplated, probably by gas chroma-
tography. As far as we now know, the sur-
face temperatures of Venus are too high (800 °

C, ref. 2) for the presence of organic compounds
and certainly for life. The present and subse-
quent Venus probes should confirm or deny these
measurements and allow a more accurate evalu-

ation of the possibility of life on Venus. The
remaining planets are even more unlikely can-
didates for life because of the proximity to or
distance from the Sun and resulting tempera-
tures; attention therefore presently centers on

Mars. As previously mentioned, the planet
Mars seems to be an extremely hostile environ-
ment for the existence of life as we know it on

Earth. Liquid water apparently does not exist
on the surface of Mars (except perhaps in cer-
tain microenvironments, ref. 12), oxygen has
not been identified, the atmospheric pressure is
about 0.1 of an Earth atmosphere, the tempera-
ture ranges from about - 100 ° C to + 30° C with
a diurnal freeze-thaw situation even in the sum-

mer. There does seem to be CO_ in the at-

mosphere and polar ice caps (probably only a

few millimeters thick) which wax and wane

with the seasons. Other atmospheric compo-

nents are still unknown, although nitrogen and

argon are likely. The surface composition is

unknown, although C-H compounds have ten-

tatively been identified. There are seasonal

changes in coloring on the surface of Mars

which have been attributed by some to life (ref.
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2). There has been much theorizing for many
years on Martian life and its characteristics.
The space program has now brought us to the
point of being able to settle the question within
the next few years (1) by flying instruments

beyond the Earth's atmosphere to perhaps
within a few thousand miles of Mars, enabling
us to improve our present knowledge of the
physical conditions and composition of the
planet, (2) by landing a series of life-detection
devices on the surface of Mars, which will be
various means determine the presence of life
and telemeter such information back to Earth

in the form of a simple yes or no, plus whatever
other detailed information can be obtained, (3)
by landing a sampling device on the surface of

Mars which will obtain and then return samples
of Mars to Earth for study, and (4) by landing
man or men on the surface of Mars with all of

the above capabilities.

Several different life-detection systems are
currently under development for NASA as
shown in table 36-I. All of these are based on

characteristics of life as we know it on Earth,

which as mentioned previously may be com-
pletely wrong for Mars. However, at the pres-
ent time we must assume that life on Mars is

based on a carbon chemistry (because we know
of no substitute) with a metabolism that will
be similar to ours. We assume that the biologi-
cally critical molecules will be the same or near-
ly so, and that we will be able to recognize this
life by essentially the same ground rules we use
on Earth.

As previously indicated, certain molecules
(such as protein and DNA) are to the best of
our knowledge found only in living systems
(with the possible exception of the virus).
Therefore, several life-detection devices are in-

tent mainly on the chemical identification of
these molecules or their component parts.
There are many ways in which these compounds
can be identified, such as (1) infrared spectros-

copy (2) mass spectrometry (3) special stain-
ing (4) optical rotary dispersion (ultraviolet),

etc., and each of these techniques is being con-
sidered in a detection instrument. Another

characteristic of life is its utilization of energy

sources (e.g., organic and inorganic substrates,
or light for photosynthesis) to maintain itself

I

Fieum_ 36-1.--Gulliver.

in its environment. Many metabolic activities
are widespread among living things on Earth,
such as the production of carbon dioxide as a

cellular waste product. One device (fig. 36-1)
is based primarily on this principle, in that it
samples an extraterrestrial surface by throw-
ing out a sticky string which is reeled back into
the device. As it is reeled in, the collected
material is combed into a nutrient medium in

which the substrate contains isotopic carbon.

If there are viable organisms present they will
metabolize the substrate with the subsequent

release of C140_ which will be detected by a
solid-state counter past which the evolved gas
must flow. If there are no viable organisms
there will be essentially no C1_O2evolved. In
this device, a variety of tagged substrates could

be used to broaden the detection capability.
Another device (fig. 36-0.) utilizes the fact that
_oTowing organisms will increase in size and
number under tim proper conditions causing

changes in turbidity and pH of the medium.
T_hese changes can be measured and telemetered.
With a device such as this, several different
kinds of media can be used and monitored.

Another device will have a multiple capability,

and will be able to perform a number of chemi-
cal analyses and molecular identifications, de-
tect certain enzyme systems, gas production,
turbidity and pH changes, etc., all in one instru-
ment. This, of course, is a complex device and

will probably require a later generation of
vehicle to achieve its mission. Also under de-

velopment is a microscope which will perform
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FIGU_ 36-2.--Wolf trap.

remote controlled observations of extraterres-

trial samples in both visible and ultraviolet
light.

T_aI_ 36-I.--Techniques o/ Li/e Detection

Turbidity and pH

Mtcroehemical and microbiological

Metabolic C a'

Optical rotation

"J" Band formation

Optical-par ticle detection

Mass spectrometry

Ultimately, it may be left to manned expedi-
tions or at least manned observations of re-

turned samples to settle the question.
Interestingly enough, extraterrestrial ma-

terial is presently being analyzed for bio-
organic content by scientists in several
laboratories with rather controversial results.

Meterorites are extraterrestrial samples, and
carbonaceous chondrites (meteorites with a rela-
tively high carbon content) from several
museum collections have been analyzed with
very provocative results. There appear to be
biologically significant compounds (refs. 13, 14)

in these samples, with some investigators report-
ing the identification of fossilized organisms
(ref. 15) similar to algae in certain chondrites

One investigator (unpublished) even reports
the recovery of living bacteria from meteorites.
Obviously, these reports must be verified or
settled in some way. Since all meteorites cur-
rently under investigation have been on Earth

for years, these results are subject to the ques-
tion of contamination. It would be very excit-

ing to have uncontaminated meteoritic material

for these analyses, and NAS& is looking into a
program of meteorite collection in which
"fresh" meteorites will be collected on a na-

tionwide scale as soon as possible after atmos-
pheric entry. Ultimately, we hope to have
meteorites collected in space or from the Moon.

The third area of interest consists of labora-

tory studies on Earth in which extraterrestrial
and primitive environments are simulated so

that as much as possible can be learned about the
adaptation and evolution of organisms in such
environments. We might consider as part of
this program the problem of decontamination
of spacecraft. One of the primary reasons for

sending vehicles to the Moon and planets is to
search for life, and we must be certain the life

we detect is no¢ from Earth, carried along by
the vehicle itself. Also, we must consider this
opportunity to study the biology and biochem-
istry of a planet as a unique event in that once
a planet is contaminated with a species of bac-
teria which can grow successfully in this new en-
vironment, its biology will no longer be the same.

In other words, an irreversible process may
have begun which will mask or perhaps destroy
the existing ecology through biological inter-
action and competition. Therefore, great pre-
caution must be taken to avoid the introduction

of Earth organisms to e_raterrestrial bodies, at
least until they have been studied adequately.
This problem of vehicle decontamination is of

course, immense, and NASA has several studies
under way to determine the most effective means
to solve it. Combinations of sterilization tech-

niques (ref. 16) are being used, such as dry
heat for sufficient periods of time, combined
with gas treatment (ethyleneoxide), with
special vehicle components actually being manu-
factured under sterile conditions. A great deal
of work must be done to find components which
will not deteriorate under the conditions of

sterilization since the reliability of the vehicle

must not be impaired. Assurance must be given
that the sterilization of spac_ vehicles which

are likely to impact extraterrestrial bodies is an

internationally recognized necessity. These re-

quirements bring new problems to the engineer

and also to the biologist who now must study t:he

effects of the space environment and extrater-
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restrial environments on living organisms such

as bacteria and molds. If, for example, it could
b_ shown that bacterial spores cannot survive
the rigors of space or that the surface of Mars is
such that all organisms are killed, our decon-
tamination problem would be much simpler.
However, our laboratory studies indicate that
this is not the case. Some bacteria and molds

will not only survive Martian freeze-thaw cycles

but will adapt and grow under these conditions.
Also under way are studies on the morpholog-
ical and biochemical adaptations required for
growth of organisms in extraterrestrial environ-
ments, which will perhaps yield information
that will aid in the development of better life-

detection systems. As previously mentioned,
we cannot expect Martian organisms to be
exactly like Earth organisms. They must
have evolved both morphologically and bio-
chemically along different pathways. We
should not expect thes_ organisms (if they
exist) to behave optimally when presented with
a device containing an environment that is best
suited for Earth forms. For example, we know
that free water is not available on the surface

of Mars (except perhaps in very special loca-
tions, such as salt deposits, hot springs, or sub-
surfa_ permafrost layers) and is probably rare

anywhere on Mars. It is not necessarily true
that an organism which has evolved essentially
in the absence of quantities of free water and

oxygen will grow best when suddenly placed in
a watery medium in a life-detection device,

We may need detection devices which provide
for detecting Martian life under optimum con-

ditions for Martian life. We would hope,
through planetary simulation, to learn more
about the characteristics of Martian organisms,
by studying the adaptations undergone by
Earth forms in this environment. It is obvious,
however, that extrapolations of this nature are
risky.

When we have the capability of returning
materials from planetary surfaces to Earth for
study, w_ have the additional problem of in-
suring against back contamination by extra-
terrestrial organisms which could conceivably

present a hazard. Also, it will be necessary for
NASA to prepare a laboratory to treat such
samples analytically and without contamination
in either direction.

It would thus appear that the study of exo-
biology imposes upon NASA the need for
highly specialized laboratory facilities and per-
sonnel, particularly in biology, biochemistry,
and organic chemistry. Some of this work is
being done in NASA laboratories (particularly
at the Ames Research Center)--some of the

work must be done in industry, but much of

this very basic research is being done in uni-
versities throughout the country, and this desire
for university research support is expanding.
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